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ABSTRACT. The purpose of the present paper is threefold. First: giving a sur-
vey on weighted projective spaces by the toric point of view, which seems to be
missing in the literature. Second: providing characterizations of fans and poly-
topes giving (polarized, in case) weighted projective spaces, so inaugurating a
kind of recognition process of toric data like fans and polytopes. Third: build-
ing a mathematical framework for an algorithmic and computational approach
to wps’s, actually realized in [19, 20].

CONTENTS

Introduction 2
1. Preliminaries and notation 4
  1.1. Toric varieties 4
  1.2. Hermite normal form 9
  1.3. Transversion of a matrix 10
  1.4. Weighted projective spaces 10
  1.5. A fan of \(\mathbb{P}(Q)\) 11
  1.6. Divisors on \(\mathbb{P}(Q)\) 11
  1.7. A polytope of \(\mathbb{P}(Q)\) 17
  1.8. The reduction theorem 18
  1.9. Ampleness and very ampleness of divisors on \(\mathbb{P}(Q)\) 20
2. Characterization of fans giving \(\mathbb{P}(Q)\) 21
  2.1. Characterizing the fan 21
  2.2. Hermite normal form of weights and fans of \(\mathbb{P}(Q)\) 23
  2.3. Equivalence of fans giving the same wps 24
  2.4. A \(Q\)-canonical fan of \(\mathbb{P}(Q)\) 25
3. Characterization of polytopes giving \(\mathbb{P}(Q)\) 29
  3.1. From fans to polytopes and back 29
  3.2. Characterizing the polytope of a polarized wps 35
  3.3. Equivalence of polytopes 36
4. Computing cohomology 41
  4.1. Homology and cohomology with rational coefficients 41
  4.2. Serre–Grothendieck duality 41
  4.3. Cohomology of line bundles 42
  4.4. Bott–Tu formulas for \(\mathbb{P}(Q)\) 43

The authors were partially supported by the Local Project “Computational Algebra and
Applications” (2007) and the MIUR-PRIN 2008 Research Funds.
INTRODUCTION

The purpose of the present paper is threefold.

The first aim is to propose a survey on weighted projective spaces (wps’s) from the toric point of view, which seems to be missing in the literature. Actually, a wps is one of the simplest examples of a complete normal toric variety, probably meaning that a toric treatment of this subject could be regarded as not much more than a sort of instructive exercise on toric geometry. Nevertheless wps’s, and toric varieties in general, are often considered in many applications, like e.g. super–string theory to produce examples of Calabi–Yau threefolds modeling of the space time of hidden dimensions, whose scholars are not expected to have a sufficiently deep background in algebraic geometry. Since we are convinced that combinatorics and convex geometry require a smaller background than algebraic geometry, we believe that a completely toric survey on this subject may provide a good service to many people. By the way, we also believe that a completely toric proof of results, like the Reduction Theorem 1.26 asserting the isomorphism $\mathbb{P}(Q) \cong \mathbb{P}(Q')$ when $Q'$ is the reduced weights vector of $Q$ (see 1.6), is a mathematical outcome worthy of some interest. Moreover, the comparison between well–known algebraic geometric results and their toric counterparts may lead to some interesting considerations in convex geometry, like e.g. those stated in Remark 4.11.

The second aim is to provide characterizations of toric data (fans and polytopes) defining a wps, which, as far as we know, seem to be still unpublished. The correct logical “consecutio” of these results is the following:

1. Theorem 2.1 giving several equivalent conditions characterizing a fan defining a wps,
2. Proposition 2.5 providing a surprising link between a wps fan and the switching matrix computing the Hermite Normal form $B = (1, 0, \ldots, 0)^T$ of the transposed weights vector $Q^T = (q_0, \ldots, q_n)^T$,
3. Proposition 2.8 giving an easy algorithm to produce the $Q$–canonical fan of a wps by hand,
4. Definition 3.1 and the following Theorem 3.3 proposing the weighted transversion process as an easy and quick method to produce a minimally polarizing polytope of a wps starting from its fan,
5. Theorems 3.15 and 3.16 giving characterizations of polytopes defining a polarized wps.

Let us discuss these results in more detail. What is listed in (1) and (3) has to be compared with some results by H. Conrads [4] although proved in a completely independent way. Namely, even though on the one hand some results stated in Theorem 2.1 can be considered a particular case of Proposition 4.7 in [4], on the other hand the former gives explicit conditions to concretely produce the weights vector $Q$ of the wps $\mathbb{P}(Q)$ defined by a given fan, as observed in Remark 2.2: this is what we mean by “recognizing” the fan of $\mathbb{P}(Q)$. The proof is based on the quotient description of a complete toric variety given by D. Cox in [5] (see also the following 1.1.5 and Theorem 1.6), as previously done for providing a toric proof of
the Reduction Theorem 1.26. Proposition 2.8 has to be compared with Proposition 3.2 in [4] although the former outlines the existence of a canonical fan of \( \mathbb{P}(Q) \), up to the weights order in \( Q \): this is given, up to a permutation, by the Hermite normal form of any fan matrix of \( \mathbb{P}(Q) \) and is what we call a \( Q \)-canonical fan. Its proof is obtained by directly resolving the diophantine equations coming from condition (4) in Theorem 2.1, then giving an easy and algorithmic procedure for producing, even by hand, the \( Q \)-canonical fan (see Example 2.10).

For what concerns (2), Proposition 2.5 asserts that a fan of \( \mathbb{P}(Q) \) is encoded in a matrix \( U \) such that \( U \cdot Q^T = B \), whose existence is guaranteed by Hermite normal form algorithm. This is proved by a direct check of equivalent conditions in Theorem 2.1.

Results listed in (4) and (5) are naturally obtained by constructing the polytope of a minimally polarizing divisor of \( \mathbb{P}(Q) \) starting from its fan: when restricted to the associated matrices, such a process turns out to be, up to the multiplication by a diagonal matrix of weights, nothing more then taking the transposed inverse (hence “transverse”) matrix of the fan matrix after the deletion of the column corresponding to a chosen weight \( q_0 \). Then, conditions stated in Theorems 3.15 and 3.16 allowing the “recognition” of the polytope defining the polarized wps \( (\mathbb{P}(Q), \mathcal{O}(m)) \) are obtained by checking the equivalent conditions in Theorem 2.1 after having inverted the transverse process (see Proposition 3.11 and the following Remark 3.12).

Last, but not least, the third aim of this work is to provide the mathematical framework for an algorithmic approach to wps’s. This is part of a much bigger project, aiming to produce a large number of procedures for an “automatic” treatment of toric varieties, which we are carrying on in collaboration with our student Massimiliano Povero [17], [18]. The main motivation for such a computational approach is that toric varieties are a very fertile ground for the production of examples in algebraic geometry and for many applications. Let us say that these last years have seen a proliferation of mathematical packages on these topics which we do not quote here to avoid forgetting someone. We just refer the interested reader to the well updated D. Cox web–page [6]. However, this is a clear sign of a significant interest in the topic.

What is apparently missing in all these packages is a managing of the interconnection between fans and polytopes of toric varieties, and vice versa. This is precisely what is guaranteed, in the particular case of wps’s, by the weighted transversion process mentioned in point (4) above. Moreover, the recognition processes for fans and polytopes of a given (polarized, in case) wps, described in the above points (1) and (5), respectively, seem to give rise to a new way of approaching the study of toric varieties which, at least in principle, may be useful for many applications where the geometry introduced by the recognition of toric data can help to understand some involved problem (see e.g. [11]). At this purpose let us say that the recognition process for toric data of a wps, here given, can be reasonably extended to some more general toric varieties, like e.g. finite quotients of wps, so called fake wps [14], and products of them [21].

In the present paper we have summarized the computational applications of the above mentioned results from (1) to (5) with the following four algorithms. For the complete list of computational procedures we refer the interested reader to [19] and to their Maple implementation [20].
The \( (\mathbb{C}^*)^n \) as a Zariski open subset such that the natural multiplicative self-action of the torus can be extended to an action \( T \times X \to X \).

Let us quickly recall the classical approach to toric varieties by means of cones and fans. For proofs and details the interested reader is referred to the extensive treatments \([8], [12], [16]\) and the recent and quite comprehensive \([7]\).

As usual \( M \) denotes the group of characters \( \chi : T \to \mathbb{C}^* \) of \( T \) and \( N \) the group of 1-parameter subgroups \( \lambda : \mathbb{C}^* \to T \). It follows that \( M \) and \( N \) are \( n \)-dimensional dual lattices via the pairing

\[
M \times N \to \text{Hom}(\mathbb{C}^*, \mathbb{C}^*) \cong \mathbb{C}^* \\
(\chi, \lambda) \mapsto \chi \circ \lambda
\]

which translates into the standard paring \( (u, v) = \sum u_i v_i \) under the identifications \( M \cong \mathbb{Z}^n \cong N \) obtained by setting \( \chi(t) = t^u := \prod t_i^{u_i} \) and \( \lambda(t) = t^v := (t^{v_1}, \ldots, t^{v_n}) \).

1.1.1. Cones and affine toric varieties. Define \( V := N \otimes \mathbb{R} \) and \( V^* := \text{Hom}(V, \mathbb{R}) \cong \text{Hom}(N, \mathbb{Z}) \otimes \mathbb{R} \cong M \otimes \mathbb{R} \).

A convex polyhedral cone (or simply a cone) \( \sigma \) is the subset of \( V \) defined by

\[
\sigma = \langle v_1, \ldots, v_s \rangle := \{ r_1 v_1 + \cdots + r_s v_s \in V \mid r_i \in \mathbb{R}_{\geq 0} \}
\]

The \( s \) vectors \( v_1, \ldots, v_s \in V \) are said to generate \( \sigma \). A cone \( \sigma = \langle v_1, \ldots, v_s \rangle \) is called rational if \( v_1, \ldots, v_s \in N \), simplicial if \( v_1, \ldots, v_s \) are \( \mathbb{R} \)-linear independent and non-singular if \( v_1, \ldots, v_s \) can be extended by \( n - s \) further elements of \( N \) to give a basis of the lattice \( N \).

A cone \( \sigma \) is called strictly convex if it does not contain a linear subspace of \( V \).
The dual cone $\sigma^\vee$ of $\sigma$ is the subset of $V^\vee$ defined by

$$\sigma^\vee = \{ u \in V^\vee \mid \forall v \in \sigma \quad \langle u, v \rangle \geq 0 \}$$

A face $\tau$ of $\sigma$ (denoted by $\tau < \sigma$) is the subset defined by

$$\tau = \sigma \cap u^\perp = \{ v \in \sigma \mid \langle u, v \rangle = 0 \}$$

for some $u \in \sigma^\vee$. Observe that also $\tau$ is a cone.

Gordon’s Lemma (see [12] §1.2, Proposition 1) ensures that the semigroup $S_\sigma := \sigma^\vee \cap M$ is finitely generated. Then also the associated $\mathbb{C}$–algebra $A_\sigma := \mathbb{C}[S_\sigma]$ is finitely generated. A choice of $r$ generators gives a presentation of $A_\sigma$

$$A_\sigma \cong \mathbb{C}[X_1, \ldots, X_r]/I_\sigma$$

where $I_\sigma$ is the ideal generated by the relations between generators. Then

$$U_\sigma := V(I_\sigma) \subset \mathbb{C}^r$$

turns out to be an affine toric variety. In other terms an affine toric variety is given by $U_\sigma := \text{Spec}(A_\sigma)$. Since a closed point $x \in U_\sigma$ is an evaluation of elements in $\mathbb{C}[S_\sigma]$ satisfying the relations generating $I_\sigma$, then it can be identified with a semigroup morphism $x : S_\sigma \to \mathbb{C}$ assigned by thinking $\mathbb{C}$ as a multiplicative semigroup.

In particular the characteristic morphism

$$x_\sigma : \sigma^\vee \cap M \to \mathbb{C}$$

$$u \mapsto \begin{cases} 1 & \text{if } u \in \sigma^\perp \\ 0 & \text{otherwise} \end{cases}$$

which is well defined since $\sigma^\perp < \sigma^\vee$, defines a characteristic point $x_\sigma \in U_\sigma$ whose toric orbit $O_\sigma$ turns out to be a $(n - \dim(\sigma))$–dimensional torus embedded in $U_\sigma$ (see e.g. [12] §3).

1.1.2. Fans and toric varieties. A fan $\Sigma$ is a finite set of cones $\sigma \subset V$ such that

1. for any cone $\sigma \in \Sigma$ and for any face $\tau < \sigma$ then $\tau \in \Sigma$,
2. for any $\sigma, \tau \in \Sigma$ then $\sigma \cap \tau < \sigma$ and $\sigma \cap \tau < \tau$.

For any $i$ with $0 \leq i \leq n$ denote by $\Sigma(i) \subset \Sigma$ the subset of $i$–dimensional cones, called the $i$–skeleton of $\Sigma$. A fan $\Sigma$ is called simplicial if any cone $\sigma \in \Sigma$ is simplicial and non-singular if any such cone is non-singular. The support of a fan $\Sigma$ is the subset $|\Sigma| \subset V$ obtained as the union of all of its cones i.e.

$$|\Sigma| := \bigcup_{\sigma \in \Sigma} \sigma \subset V.$$

If $|\Sigma| = V$ then $\Sigma$ will be called complete or compact.

Since for any face $\tau < \sigma$ the semigroup $S_\tau$ turns out to be a sub-semigroup of $S_\sigma$, there is an induced immersion $U_\tau \hookrightarrow U_\sigma$ between the associated affine toric varieties which embeds $U_\tau$ as a principal open subset of $U_\sigma$. Given a fan $\Sigma$ one can construct an associated toric variety $X(\Sigma)$ by patching all the affine toric varieties $\{U_\sigma \mid \sigma \in \Sigma\}$ along the principal open subsets associated with any common face. Moreover for every toric variety $X$ there exists a fan $\Sigma$ such that $X \cong X(\Sigma)$ (see [16] Theorem 1.5). It turns out that ([16] theorems 1.10 and 1.11; [12] §2):

- $X(\Sigma)$ is non-singular if and only if the fan $\Sigma$ is non-singular,
- $X(\Sigma)$ is complete if and only if the fan $\Sigma$ is complete.
In the following a 1–generated fan \( \Sigma \) is a fan generated by a set of integral vectors i.e. a fan whose cones \( \sigma \subset N \otimes \mathbb{R} \) are generated by any proper subset of a given finite subset \( \{v_1, \ldots, v_r\} \subset N \): we will write

\[
\Sigma = \text{fan}(v_1, \ldots, v_r).
\]

Given a 1–generated fan \( \Sigma = \text{fan}(v_1, \ldots, v_r) \), the matrix \( V = (v_1, \ldots, v_r) \) will be called a fan matrix of \( \Sigma \). Notice that \( \Sigma \) determines \( V \) up to a permutations of columns, meaning that \( \Sigma \) admits \( r! \) (associated fan matrices.

If \( r - 1 = \text{rk}(N) = n \) and \( V = (v_0, \ldots, v_n) \) is a fan matrix of \( \Sigma = \text{fan}(v_0, \ldots, v_n) \) then we will denote the maximal square sub-matrices of \( V \) and the associated \( n \)–minors as follows

\[
\forall 0 \leq j \leq n \quad V^j := (v_0, \ldots, v_{j-1}, v_{j+1}, \ldots, v_n), \quad V_j = \det(V^j).
\]

1.1.3. Polytopes and projective toric varieties. A polytope \( \Delta \subset \mathbb{V}^\vee \) is the convex hull of a finite set of points. If this set is a subset of \( M \) then the polytope is called integral. Starting from an integral polytope one can construct a projective toric variety as follows (for proofs and details the interested reader is referred to [1]).

For any \( k \in \mathbb{N} \) one can define the multiple polytope \( k\Delta := \langle ku \mid u \in \Delta \rangle \). It is then possible to define a graded \( \mathbb{C} \)–algebra \( S_\Delta \) associated with the integral polytope \( \Delta \), as follows. For any \( u \in k \Delta \cap M \) consider the associated character \( \chi_u : t \mapsto t^u \).

Given \( t \in \mathbb{C}^* \) consider the monomial \( t^k \chi_u : t \mapsto t^k t^u \). It is well defined a monomial product \( t^{k_1} \chi_u \cdot t^{k_2} \chi_{u_2} := t^{k_1+k_2} \chi_{u_1+u_2} \) where \( u_1 + u_2 \in (k_1 + k_2)\Delta \). Let \( S_\Delta \) be the \( \mathbb{C} \)–algebra generated by all monomials \( \langle t^k \chi_u \mid k \in \mathbb{N}, u \in k \Delta \rangle \) which is a graded object by setting \( \text{deg}(t^k u) = k \).

The projective variety \( \mathbb{P}_\Delta := \text{Proj}(S_\Delta) \) turns out to be naturally a toric variety whose fan \( \Sigma_\Delta \) can be recovered as follows. For any non empty face \( F < \Delta \) consider the cone

\[
\sigma_F := \{r(u - u') \mid u \in \Delta, u' \in F, r \in \mathbb{R}_{\geq 0}\} \subset \mathbb{V}^\vee
\]

and define \( \sigma_F := \sigma_F^\vee \subset \mathbb{V} \). Then \( \Sigma_\Delta := \{\sigma_F \mid F < \Delta\} \) turns out to be a fan, called the normal fan of the polytope \( \Delta \), such that there exists a very ample divisor \( H \) of \( X(\Sigma_\Delta) \) for which \( (X(\Sigma_\Delta), H) \cong (\mathbb{P}_\Delta, \mathcal{O}(1)) \), where \( \mathcal{O}(1) \) is the natural polarization of \( \mathbb{P}_\Delta = \text{Proj}(S_\Delta) \) (see [1] Proposition 1.1.2).

Viceversa a projective toric variety is the couple \((X(\Sigma), H)\) of a toric variety \((X(\Sigma))\) and a polarization given by (the linear equivalence class of) a hyperplane section \( H \). For any 1-cone \( \rho \in \Sigma(1) \), consider the toric stable divisor \( D_\rho := \overline{\rho} \), defined as the closure of the toric orbit of the characteristic point \( x_\rho \), defined in (1).

Since those divisors generate the Chow group of Weil divisors \( \text{A}_{n-1}(X(\Sigma)) \) (see [12] §3.4), there exist complex coefficients \( a_\rho \in \mathbb{C} \) such that \( H = \sum_{\rho \in \Sigma(1)} a_\rho D_\rho \). It is then well defined the integral polytope

\[
\Delta_H := \{u \in \mathbb{V}^\vee \mid \forall \rho \in \Sigma(1) \langle u, n_\rho \rangle \geq -a_\rho\}
\]

where \( n_\rho \) is the unique generator of the semigroup \( \rho \cap N \). Then

\[
(\mathbb{P}_\Delta, \mathcal{O}(1)) \cong (X(\Sigma), H).
\]

1.1.4. Divisors. A toric variety \( X = X(\Sigma) \) is normal ([8] Proposition 3.2) then it makes sense to talk about its Weil divisors, whose group will be denoted by \( \mathcal{W}(X) \).
Let $\mathcal{C}(X) \subseteq \mathcal{W}(X)$ denote the subgroup of Cartier divisors. The subgroup of toric stable Weil divisors is the following
\[ \mathcal{W}_T(X) = \langle D_\rho \mid \rho \in \Sigma(1) \rangle = \bigoplus_{\rho \in \Sigma(1)} \mathbb{Z} \cdot D_\rho \]
where $D_\rho = \overline{D_\rho}$ as above. Clearly the toric stable Cartier divisors are given by $\mathcal{C}_T(X) = \mathcal{C}(X) \cap \mathcal{W}_T(X)$.

**Criterion 1.1** (Weil vs Cartier - [12] §3.3; [16] Proposition 2.4). Consider the toric stable Weil divisor $D = \sum_{\rho \in \Sigma(1)} a_\rho D_\rho \in \mathcal{W}_T(X)$. Then
\[ D \in \mathcal{C}_T(X) \iff \forall \sigma \in \Sigma \exists u = u(\sigma) \in M : \forall \rho \in \sigma(1) \langle u, n_\rho \rangle = -a_\rho \]
where $n_\rho \in N$ is the unique generator of the semigroup $\rho \cap N$. Moreover if $\mathbb{R} \cdot \sigma = \mathbb{V}$ then such a $u(\sigma) \in M$ is unique.

Actually it suffices to check the previous condition over the subset of maximal cones in $\Sigma$. The given Criterion has then a number of interesting consequences:

**Corollary 1.2.** Given $X = X(\Sigma)$ with $\Sigma$ simplicial then $\mathcal{C}_T(X) \otimes \mathbb{Q} = \mathcal{W}_T(X) \otimes \mathbb{Q}$. Moreover if $\Sigma$ is non-singular, meaning that $X$ is smooth, then $\mathcal{C}_T(X) = \mathcal{W}_T(X)$.

**Corollary 1.3.** Let $\mathcal{P}(X) \subset \mathcal{W}(X)$ be the subgroup of principal divisors. Then the morphism
\[ \text{div} : M \rightarrow \mathcal{P}(X) \cap \mathcal{W}_T(X) := \mathcal{P}_T(X), \quad u \rightarrow \text{div}(u) := \sum_{\rho \in \Sigma(1)} -\langle u, n_\rho \rangle D_\rho \]

is surjective. Moreover if $\Sigma(1)$ generates the whole $\mathbb{V}$ then div is also injective and
\[ M \cong \mathcal{P}_T(X). \]

Recall that a toric variety $X(\Sigma)$ is compact if and only if $|\Sigma| = \mathbb{V}$. Then for any $\sigma \in \Sigma(n)$, $\mathbb{R} \cdot \sigma = \mathbb{V}$ and, by the Criterion 1.1, a Cartier divisor $D \in \mathcal{C}_T(X)$ determines univocally a subset $v(\Sigma) := \{ u(\sigma) \in M \mid \sigma \in \Sigma(n) \} \subseteq M$ which turns out to be the set of vertexes of the associated (integral) polytope $\Delta_D$ defined in (4).

**Criterion 1.4** (of (very)-ampleness - [16] Theorem 2.13 and Corollary 2.14). Let $X(\Sigma)$ be a compact toric variety and $D \in \mathcal{C}_T(X)$ be a Cartier divisor. Then $D$ is ample if and only if $v(\Sigma)$ is composed by $|\Sigma(n)|$ distinct points of $M$. Moreover $D$ is very ample if and only if the previous condition holds and
\[ \forall \sigma \in \Sigma(n) \quad \Delta_D \cap M - u(\sigma) \text{ generates the semigroup } \sigma^\vee \cap M, \]
where $\Delta_D \cap M - u(\sigma)$ represents the set of integer points belonging to the polytope obtained by $\Delta_D$ after translating the vertex $u(\sigma)$ into the origin of $M$.

Let $\text{Pic}(X)$ be the group of line bundles modulo isomorphism. It is well known that for an irreducible variety $X$ the map $D \mapsto \mathcal{O}_X(D)$ induces an isomorphism $\mathcal{C}(X)/\mathcal{P}(X) \cong \text{Pic}(X)$. The Chow group of divisors is defined as the group of Weil divisors modulo rational (hence linear) equivalence, i.e. $A_{n-1}(X) := \mathcal{W}(X)/\mathcal{P}(X)$. Then the inclusion $\mathcal{C}(X) \subseteq \mathcal{W}(X)$ passes through the quotient giving an immersion $\text{Pic}(X) \hookrightarrow A_{n-1}(X)$. One of main results on divisors on toric varieties is then the following
Theorem 1.5 ([12] §3.4). For a toric variety $X = X(\Sigma)$ the following sequence is exact

\[
M \xrightarrow{\text{div}} \bigoplus_{\rho \in \Sigma(1)} \mathbb{Z} \cdot D_\rho \xrightarrow{d} A_{n-1}(X) \longrightarrow 0
\]

Moreover if $\Sigma(1)$ generates $\mathbb{V}$ then the morphism div is injective giving the following exact sequences

\[
\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & M & \xrightarrow{\text{div}} & C_T(X) & \xrightarrow{\text{Pic}(X)} & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
0 & M & \xrightarrow{\text{div}} & \bigoplus_{\rho \in \Sigma(1)} \mathbb{Z} \cdot D_\rho & \xrightarrow{d} & A_{n-1}(X) \longrightarrow 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

In particular Pic$(X)$ and $A_{n-1}(X)$ turns out to be completely described by means of toric stable divisors and

\[\text{rk (Pic (X))} \leq \text{rk (A}_{n-1}(X)) = |\Sigma(1)| - n \, .\]

Moreover the first sequence in (6) splits implying that Pic$(X)$ is a free abelian group.

1.1.5. Homogeneous coordinates and quotient spaces. For each 1-dimensional cone $\rho \in \Sigma(1)$ introduce a variable $x_\rho$ and consider the polynomial ring

\[S = \mathbb{C}[x_\rho : \rho \in \Sigma(1)] \, .\]

Note that a monomial $\prod \rho x_\rho^{a_\rho}$ determines a logarithmic divisor $D = \sum \rho a_\rho D_\rho$. Conversely an effective divisor $D = \sum \rho a_\rho D_\rho \in W_T(X)$ determines an exponential monomial $x^D := \prod \rho x_\rho^{a_\rho}$, giving a 1 to 1 correspondence between monomials of $S$ and effective toric stable Weil divisors. Recalling the sequence (5) it is then possible to give a grading to the ring $S$ by setting

\[
\forall x^D \in S \quad \deg (x^D) := d(D) \in A_{n-1}(X)
\]

\[
\forall \alpha \in A_{n-1}(X) \quad S_\alpha := \bigoplus_{\deg(x^D) = \alpha} \mathbb{C} \cdot x^D
\]

so that the ring $S$ can be written as the direct sum $S = \bigoplus_{\alpha \in A_{n-1}(X)} S_\alpha$. Since $S_\alpha \cdot S_\beta \subset S_{\alpha + \beta}$ then $(S, \deg)$ is called the homogeneous coordinate ring of $X = X(\Sigma)$, as introduced by D. Cox in [5], to which the interested reader is referred for further details and proofs.

While the Chow group $A_{n-1}(X)$ and the graded ring $S$ are determined by the 1-skeleton $\Sigma(1)$, the higher dimensional cones of the fan $\Sigma$ share in determining a particular ideal of the polynomial ring $S$ called the irrelevant ideal $B$ of $X$. Namely
set
\[ \forall \sigma \in \Sigma \quad x^\sigma := \prod_{\rho \in \Sigma(1) \setminus \Sigma(1)} x_\rho \]
(7)
\[ B := \left\{ x^\sigma : \sigma \in \Sigma \right\} . \]

Clearly \( B \subset S \) is an ideal and defines the following \textit{exceptional subset} of \( \mathbb{C}^{\Sigma(1)} \)

\[ Z := \mathcal{V}(B) = \{ x \in \mathbb{C}^{\Sigma(1)} | \forall \sigma \in \Sigma \quad x^\sigma = 0 \} . \]

Finally let us apply the injective functor \( \text{Hom}_{\mathbb{Z}}(-, \mathbb{C}^*) \) to the right exact sequence (5) to get the following left exact sequence of multiplicative groups

\[ 1 \longrightarrow \text{Hom}_{\mathbb{Z}}(A_{n-1}(X), \mathbb{C}^*) \longrightarrow \text{Hom}_{\mathbb{Z}}(\mathbb{Z}^{\Sigma(1)}|, \mathbb{C}^*) \longrightarrow \text{div}^\vee_{\mathbb{Z}} \text{Hom}_{\mathbb{Z}}(M, \mathbb{C}^*) . \]

Define \( G := \text{Hom}_{\mathbb{Z}}(A_{n-1}(X), \mathbb{C}^*) \) and observe that \( T := \text{Hom}_{\mathbb{Z}}(M, \mathbb{C}^*) = N \otimes \mathbb{C}^* \) is the torus acting on \( X \). Then the previous left exact sequence can be rewritten as follows

\[ 1 \longrightarrow G \longrightarrow (\mathbb{C}^*)^{\Sigma(1)} \longrightarrow \text{div}^\vee_{\mathbb{Z}} T \]

defining an action of the group \( G \) over \( (\mathbb{C}^*)^{\Sigma(1)} \) given by

\[ (g, (z_\rho)) \longmapsto d^\vee(g) \cdot (z_\rho) := (g(d(D_\rho)) z_\rho) . \]

We are now in a position to state the following result of D. Cox:

\textbf{Theorem 1.6} ([5] Theorem 2.1). Consider \( X = X(\Sigma) \) and the associated exceptional subset \( Z = \mathcal{V}(B) \subset \mathbb{C}^{\Sigma(1)} \) defined in (8) and (7). Then \( \mathbb{C}^{\Sigma(1)} \setminus Z \) is invariant under the action (9).

Moreover if \( \Sigma(1) \) generates \( \mathbb{V} \) then \( X \) is the geometric quotient

\[ X \cong \left( \mathbb{C}^{\Sigma(1)} \setminus Z \right) / G \]

under the action (9) if and only if \( \Sigma \) is simplicial.

1.2. \textit{Hermite normal form}. It is well known that Hermite algorithm provides an effective way to determine a basis of a subgroup of \( \mathbb{Z}^n \). We briefly recall the definition and the main properties. For details, see for example [3].

\textbf{Definition 1.7.} An \( m \times n \) matrix \( M = (m_{ij}) \) with integral coefficients is in \textit{Hermite normal form} (abbreviated HNF) if there exists \( r \leq m \) and a strictly increasing map \( f : \{1, \ldots, r\} \rightarrow \{1, \ldots, n\} \) satisfying the following properties:

1. For \( 1 \leq i \leq r \), \( m_{i,f(i)} \geq 1 \), \( m_{ij} = 0 \) if \( j < f(i) \) and \( 0 \leq m_{i,f(k)} < m_{k,f(k)} \) if \( i < k \).
2. The last \( m-r \) rows of \( M \) are equal to 0.

\textbf{Theorem 1.8} ([3] Theorem 2.4.3). Let \( A \) be an \( m \times n \) matrix with coefficients in \( \mathbb{Z} \). Then there exists a unique \( m \times n \) matrix \( B = (b_{ij}) \) in HNF of the form \( B = U \cdot A \) where \( U \in \text{GL}(m, \mathbb{Z}) \).

We will refer to matrix \( B \) as the HNF of matrix \( A \). The construction of \( B \) and \( U \) is effective, see [3, Algorithm 2.4.4], based on Euclid’s algorithm for greatest common divisor. In the following two applications of this algorithm will be considered: for computing a fan of a given wps (see Prop. 2.5) and the so-called \( Q \)-canonical fan.
of $P(Q)$ (see Prop. 2.8). At this purpose, a key theoretical tool is the following (for the proof see [3, §2.4.3])

**Proposition 1.9.**

1. Let $L$ be a subgroup of $\mathbb{Z}^n$, $V = \{v_1, \ldots, v_m\}$ a set of generators, and let $A$ be the $m \times n$ matrix having $v_1, \ldots, v_m$ as rows. Let $B$ be the HNF of $A$. Then the non zero rows of $B$ are a basis of $L$.

2. Let $A$ be a $m \times n$ matrix, and let $B = U \cdot A^T$ be the HNF of the transposed of $A$, and let $r$ such that the first $r$ rows of $B$ are non zero. Then a $\mathbb{Z}$-basis for the kernel of $A$ is given by the last $m - r$ rows of $U$.

1.3. **Transversion of a matrix.** In the following, given a matrix $A \in \text{GL}(n, \mathbb{Q})$, the matrix obtained by taking the transposed matrix of the inverse matrix $A^\ast := ((A^{-1})^T$ is called the transverse matrix of $A$. We will see in the following (subsection 3.1) that transversion of a matrix resumes, up to the multiplication by a diagonal matrix of weights, the passage from a fan to a polytope (and back) associated with the same weighted projective space $P(Q)$.

Here are some elementary properties of transversion:

**Proposition 1.10.** Let $A$ and $B$ be matrices of $\text{GL}(n, \mathbb{Q})$. Then :

1. $(A^\ast)^\ast = A$ i.e. transversion is an involution in $\text{GL}(n, \mathbb{Q})$,
2. $(A \cdot B)^\ast = A^\ast \cdot B^\ast$,
3. $\det(A^\ast) = 1/\det(A)$,
4. if $A$ is a superior (inferior) triangular matrix then $A^\ast$ is an inferior (superior) triangular matrix,
5. if $A \in \text{GL}(n, \mathbb{Z})$ then $A^\ast \in \text{GL}(n, \mathbb{Z})$ too.

1.4. **Weighted projective spaces.** In the present subsection we will briefly recall the definition and some well known fact about weighted projective spaces ($wps$ in the following). Proofs and details can be recovered in the extensive treatments [9] [15], [10] and [2].

**Definition 1.11.** Set $Q := (q_0, \ldots, q_n) \in (\mathbb{N} \setminus \{0\})^{n+1}$ and consider the multiplicative group $\mu_Q := \mu_{q_0} \oplus \cdots \oplus \mu_{q_n}$, where $\mu_{q_i}$ is the group of $q_i$-th roots of unity. There is a natural induced action of $\mu_Q$ over the $n$–dimensional complex projective space $\mathbb{P}^n$ given by

$$\begin{align*}
\mu_Q &: \mu_Q \times \mathbb{P}^n \rightarrow \mathbb{P}^n \\
((ζ_j), [z_j]) &\mapsto [ζ_j z_j]
\end{align*}$$

Let $Δ_Q \subset \mu_Q$ be the diagonal subgroup and consider the quotient group $\mathbb{W}_{Q} := \mu_Q/Δ_Q$. Then the induced quotient space

$$\mathbb{P}(Q) := \mathbb{P}^n/\mathbb{W}_{Q}$$

is called the $Q$–weighted projective space ($Q$-wps).

**Remark 1.12.** If $q$ is the greatest common divisor of $(q_0, \ldots, q_n)$ then

$$Δ_Q \cong \mu_q$$

Therefore we get the canonical isomorphism

$$\mathbb{P}(Q) \cong \mathbb{P}\left(\frac{q_0}{q}, \ldots, \frac{q_n}{q}\right)$$
For this reason in the following we will always assume that
\[ q = \gcd(q_0, \ldots, q_n) = 1. \]

**Definition 1.13 (Weights vector).** In the following a weights vector \( Q = (q_0, \ldots, q_n) \) will denote a \( n+1 \)-tuple of coprime positive integer numbers. Referring to notation defined in (11), a weights vector \( Q \) will be called reduced if \( d_j = 1 \), or equivalently \( a_j = 1 \), for any \( j = 0, \ldots, n \).

**Remark 1.14.** Every weighted projective space is a toric variety. In fact the natural toric action over \( \mathbb{P}^n \) passes through the quotient as follows
\[
\begin{array}{ccc}
(C^*)^n \times \mathbb{P}^n & \longrightarrow & \mathbb{P}^n \\
\tau_Q \times \pi_Q & \downarrow & \pi_Q & \downarrow & \pi_Q & \downarrow & \mathbb{P}^n(Q) \\
(C^*)^n \times \mathbb{P}^n(Q) & \longrightarrow & \mathbb{P}^n(Q)
\end{array}
\]
where \( \pi_Q \) is the natural quotient map and \( \tau_Q \) is the quotient map associated with the action
\[
\mu_Q \times (C^*)^n \rightarrow (C^*)^n \quad ((\zeta_j), (t_i)) \mapsto (\zeta_0^{-1} \zeta_i t_i)
\]
Then the torus \( (C^*)^n \) can be embedded in \( \mathbb{P}(Q) \) via the following map
\[
(C^*)^n \hookrightarrow \mathbb{P}(Q) \\
(t_1, \ldots, t_n) \mapsto [1 : t_1 : \ldots : t_n]
\]
whose image is the open subset \( \mathbb{P}(Q) \setminus \mathcal{V} \left( \prod_j z_j \right) \).

1.5. **A fan of \( \mathbb{P}(Q) \).** A fan of the wps \( \mathbb{P}(Q) \) with \( Q = (q_0, \ldots, q_n) \) is presented in [12] at the end of §2.3. Its construction is here recalled since it will be useful in the following.

**Proposition 1.15 ([12] §2.3).** Let \( \{e_1, \ldots, e_n\} \) be a basis of the lattice \( N \) and consider the following \( n+1 \) rational vectors
\[
v_0 := -\frac{1}{q_0} \sum_{i=1}^n e_i, \quad v_i := \frac{e_i}{q_i}. \]

Let \( Q N \) be the lattice generated by \( v_0, \ldots, v_n \) and, recalling (2), consider \( Q \Sigma := \text{fan}(v_0, \ldots, v_n) \). Then \( \mathbb{P}(Q) \cong X(\Sigma) \).

1.6. **Divisors on \( \mathbb{P}(Q) \).** The present subsection is devoted to apply Theorem 1.5 to describe the Chow and the Picard groups, and their generators, for the wps \( \mathbb{P}(Q) \) with \( Q = (q_0, \ldots, q_n) \). Let us first of all introduce the following notation
\[
d_j := \gcd(q_0, \ldots, q_{j-1}, q_{j+1}, \ldots, q_n),
\]
\[
a_j := \text{lcm}(d_0, \ldots, d_{j-1}, d_{j+1}, \ldots, d_n),
\]
\[
a := \text{lcm}(a_0, \ldots, a_n).
\]

The weights vector \( Q \) will be called reduced if \( d_j = 1 \), or equivalently \( a_j = 1 \), for any \( j = 0, \ldots, n \).

**Proposition 1.16.** Since \( \gcd(q_0, \ldots, q_n) = 1 \), the following facts are true:
\[
(1) \ \gcd(q_j, d_j) = 1,
\]
(2) if \( i \neq j \) then \( \gcd(d_i, d_j) = 1 \),
(3) \( a_j \mid q_j \),
(4) \( \gcd(a_j, d_j) = 1 \),
(5) \( a_j d_j = a \),
(6) setting \( q'_j := q_j / a_j \), then \( Q' = (q'_0, \ldots, q'_n) \) is reduced; \( Q' \) is then called the reduction of \( Q \).

The proofs of these well known properties (see [10] 1.3.1) are elementary.
Instead we will prove the following property, which is not reported in the main treatments of the subject. This property will be fundamental to understand how fans and polytopes of wps behave when the reduction isomorphism given by Theorem 1.26 is applied.

**Proposition 1.17.** Let \( Q = (q_0, \ldots, q_n) \) be a weights vector and \( Q' = (q'_0, \ldots, q'_n) \) be its reduction. Define

\[
\delta := \text{lcm}(q_0, \ldots, q_n) \quad \text{and} \quad \delta' := \text{lcm}(q'_0, \ldots, q'_n).
\]

Then \( \delta = a \delta' \), where \( a \) is defined in (11).

**Remark 1.18.** The Proposition 1.17 still holds when \( q := \gcd(q_0, \ldots, q_n) > 1 \). In fact we will not use this hypothesis in the following proof.

**Proof of Proposition 1.17.** It is easy to verify from definitions that

\[ a, \delta' \text{ divide } \delta \text{ and } \delta \text{ divides } a \delta'. \]

It remains to prove that \( a \delta' \) divides \( \delta \). By definition of \( a \) and \( \delta' \) this amounts to show that \( a_i \) divides \( \frac{\delta}{\delta'} a_k \) for every \( i, k \), that is \( d_j \) divides \( \frac{\delta}{\delta'} a_k \) for every \( j, k \). If \( j \neq k \) then \( d_j \) divides \( a_j \) and we are done; suppose now \( j = k \), let \( p \) be a prime dividing \( d_k \) and let \( p^t, p^r \) be the highest powers of \( p \) dividing \( d_k \) and \( q_k \) respectively. Then \( p^t \) divides \( q_i \) for every \( i \neq k \). If \( r \geq t \), then \( p^t \) divides \( q_i \) for every \( i \), so that \( p^t \) divides \( a_k \). If \( r < t \) then \( p^{t-r} \) divides \( \frac{\delta}{\delta'} \); moreover \( p^r \) divides \( d_i \) for every \( i \neq k \), so that \( p^r \) divides \( a_k \). Therefore \( p^t \) divides \( \frac{\delta}{\delta'} a_k \). \( \square \)

The following statement resumes some well known fact, like the one that Picard and the Chow groups of a wps are free groups of rank 1, and some other fact, like a measure of non-factoriality of a wps (see the following Remark 1.20). We will give a complete proof of it, preceded by a proof of the following Lemma 1.21, since they will play a central role in the following.
Remark 1.20 (Non-factoriality of \( Q \)).

Let \( Q = (q_0, \ldots, q_n) \) be a weights vector; let \( \{v_0, \ldots, v_n\} \) be a set of vectors in \( \mathbb{Q}^n \), generating \( \mathbb{Q}^n \) and such that \( \sum_{j=0}^n q_j v_j = 0 \). Let \( L \) be the lattice generated in \( \mathbb{Q}^n \) by \( \{v_0, \ldots, v_n\} \) and \( L' \) be the sublattice generated by \( \{q_0 v_0, \ldots, q_n v_n\} \).

Then the following properties hold:

(a) \( [L : L'] = \prod_{j=0}^n q_j \).

Lemma 1.21. Let \( Q = (q_0, \ldots, q_n) \) be a weights vector; let \( \{v_0, \ldots, v_n\} \) be a set of vectors in \( \mathbb{Q}^n \), generating \( \mathbb{Q}^n \) and such that \( \sum_{j=0}^n q_j v_j = 0 \). Let \( L \) be the lattice generated in \( \mathbb{Q}^n \) by \( \{v_0, \ldots, v_n\} \) and \( L' \) be the sublattice generated by \( \{q_0 v_0, \ldots, q_n v_n\} \).

Then the following properties hold:

(a) \( [L : L'] = \prod_{j=0}^n q_j \).
(b) let $V := (v_{ij})$ be the $n \times (n + 1)$ matrix whose columns are given by components of $v_0, \ldots, v_n$ over a basis $e_1, \ldots, e_n$ of $L$ i.e. $v_j = \sum_{i=1}^n v_{ij} e_i$, for every $j = 0, \ldots, n$, and denote by $V_j$ the $n$-minor of $V$ obtained by deleting the $j$-th column as in (3). Then

$$\forall j = 0, \ldots, n \quad V_j = (-1)^{\epsilon + j} q_j, \quad \text{for} \, \epsilon \in \{0, 1\},$$

(c) $\forall j = 0, \ldots, n \quad v_j = d_j n_j$, where $n_j$ is the generator of the semigroup $(v_j) \cap L$ and $d_j$ is defined in (11); in particular $L$ is the lattice generated by \{n_0, \ldots, n_n\}; moreover \{n_0, \ldots, n_n\} satisfy the hypotheses of this Lemma with respect to the reduced weights vector $Q'$ i.e. they generate $Q^n$ and $\sum_{j=0}^n q_j n_j = 0$.

**Proof.** For (a), observe that $L'$ has $q_1 v_1, \ldots, q_n v_n$ as a basis. Then $L'$ has index $\prod_{j=1}^n q_j$ in the lattice $L_0$ generated by $v_1, \ldots, v_n$. The quotient $L/L_0$ is cyclic generated by the image of $v_0$, so that $[L : L_0]$ divides $q_0$. If $r v_0 \in L_0$, with $r \in \mathbb{Z}$ then $r v_0 = \sum_{j=1}^n s_j v_j$ with $s_1, \ldots, s_n \in \mathbb{Z}$.

Since $\gcd(q_0, \ldots, q_n) = 1$ then there exists $\lambda \in \mathbb{Z}$ such that $r = -\lambda q_0$, $s_i = \lambda q_i$ for $i = 1, \ldots, n$; in particular $q_0$ divides $r$, so that $[L : L_0] = q_0$ and $[L : L'] = [L : L_0][L_0 : L'] = \prod_{i=0}^n q_i$.

(b): for $j = 0, \ldots, n$, let $L_j$ be the lattice generated by $v_0, \ldots, v_{j-1}, v_{j+1}, \ldots, v_n$. Then $|V_j| = [L : L_j] = q_j$, as we have shown in (a) for the case $j = 0$. Let $\epsilon \in \{0, 1\}$ be such that $V_0 = (-1)^{\epsilon} q_0$. Then

$$\forall j = 0, \ldots, n \quad V_j = (-1)^{\epsilon} \frac{q_j}{q_0} V_0 = (-1)^{\epsilon + j} q_j$$

since $\sum_{j=0}^n q_j v_j = 0$.

(c): we have

$$\forall j = 0, \ldots, n \quad q_j v_j = -\sum_{k \neq j} q_k v_k = -d_j \sum_{k \neq j} \tilde{q}_k v_k$$

where $\tilde{q}_k := q_k/d_j \in \mathbb{N}$. By (1) in Proposition 1.16, $\gcd(q_j, d_j) = 1$ meaning that

$$\forall j = 0, \ldots, n \quad \exists v'_j \in L : v_j = d_j v'_j.$$

Then (5) in Proposition 1.16 allows to write

$$0 = \sum_{j=0}^n q_j v_j = \sum_{j=0}^n \left(q'_j a_j\right) (d_j v'_j) = a \sum_{j=0}^n q'_j v'_j \implies \sum_{j=0}^n q'_j v'_j = 0.$$

Moreover $v_0', \ldots, v_n'$ generate $L$ and (a) ensures that the following index

$$[L : \langle q'_j v'_j \mid j = 0, \ldots, n \rangle] = \prod_{j=0}^n q'_j.$$

Then the proof ends up by showing that, for all $j$, $v'_j = n_j$. At this purpose consider $h_j \in \mathbb{N}$ such that $v'_j = h_j n_j$. If $V' = (v'_{ij})$ is the matrix of components of $v'_0, \ldots, v'_n$, over the basis $e_1, \ldots, e_n$ of $L$, then

$$\forall j = 0, \ldots, n \quad |V'_j| = q'_j$$

On the other hand

$$v_0' \in h_0 L \implies \forall i = 1, \ldots, n \quad h_0 \mid v'_0 \implies \forall k = 1, \ldots, n \quad h_0 \mid |V'_k| = q'_k.$$

Therefore (6) in Proposition 1.16 implies that

$$h_0 \mid \gcd(q'_1, \ldots, q'_n) = 1 \implies h_0 = 1$$
Analogously \( h_j = 1 \), for all \( 1 \leq j \leq n \). Hence \( \mathbf{v}_j' = \mathbf{n}_j \).

Proof of Theorem 1.19. First of all let us recall that \( \mathbb{P}(Q) = X(Q\Sigma) \) where \( Q\Sigma \) is the fan described in Proposition 1.15. Then \( |Q\Sigma(1)| = n + 1 \) and the sequence (5) turns out to be also left exact, since \( |Q\Sigma(1)| \) generates \( \mathbb{V} \), giving

\[
\begin{array}{c}
0 \rightarrow QM \xrightarrow{\text{div}} \bigoplus_{j=0}^n \mathbb{Z} \cdot D_j \xrightarrow{d} A_{n-1}(\mathbb{P}(Q)) \rightarrow 0
\end{array}
\]

where \( D_j \) is the toric stable divisor associated with the 1-dimensional cone \( \langle \mathbf{v}_j \rangle \in \Sigma(1) \). Then

\( \forall \mathbf{u} \in QM \) \( \text{div}(\mathbf{u}) = -\sum_{j=0}^n \langle \mathbf{u}, \mathbf{n}_j \rangle D_j \)

where \( \mathbf{n}_j \) is the generator of the semigroup \( \langle \mathbf{v}_j \rangle \cap QN \). Let \( Qe_1, \ldots, Qe_n \) be a basis of \( QN \) and \( Qe_1^\vee, \ldots, Qe_n^\vee \) be the dual basis of \( QM = \text{Hom}(QN, \mathbb{Z}) \). If \( \mathbf{n}_j = \sum_{i=1}^n n_{ij} Qe_i \) then (16) gives that

\[
\text{Im} \left( \text{div} \right) = \ker \left( d \right) = \left\langle \text{div}(\langle Qe_i^\vee \rangle) \mid i = 1, \ldots, n \right\rangle = \left\langle \sum_{j=0}^n n_{ij} D_j \mid i = 1, \ldots, n \right\rangle
\]

which is a free subgroup of rank \( n \) in \( \mathcal{W}_T(X) \), since \( Q\Sigma \) is simplicial. Then the quotient \( \mathcal{W}_T(\mathbb{P}(Q))/\ker(d) \) gives

\[
A_{n-1}(\mathbb{P}(Q)) \cong \left\{ D_0, \ldots, D_n \mid \forall i = 1, \ldots, n \sum_{j=0}^n n_{ij} D_j = 0 \right\}
\]

which turns out to be composed by a free part of rank 1 and by a possible torsion part. The latter vanishes if the basis \( \{\text{div}(Qe_i^\vee) \mid 1 \leq i \leq n\} \) of the \( \mathbb{Z} \)-module \( \ker(d) \) can be extended to get a basis of the \( \mathbb{Z} \)-module \( \mathcal{W}_T(\mathbb{P}(Q)) \) i.e. if there exists a divisor \( \sum_{j=0}^n b_j D_j \in \mathcal{W}_T(\mathbb{P}(Q)) \) such that

\[
\det \begin{pmatrix}
  n_{10} & n_{11} & \cdots & n_{1n} \\
  \vdots & \vdots & \ddots & \vdots \\
  n_{n0} & n_{n1} & \cdots & n_{nn} \\
  b_0 & b_1 & \cdots & b_n
\end{pmatrix} = 1
\]

Recall now the last part of point (c) in Lemma 1.21. Then

\[
\det \left( \frac{n_{ij}}{b_j} \right) = \det \left( \begin{array}{cccc}
-\sum_{h=1}^n \frac{q_h}{q_0} n_{1h} & n_{11} & \cdots & n_{1n} \\
  \vdots & \vdots & \ddots & \vdots \\
-\sum_{h=1}^n \frac{q_h}{q_0} n_{nh} & n_{n1} & \cdots & n_{nn} \\
  b_0 & b_1 & \cdots & b_n
\end{array} \right) = (-1)^{n+2} \left( b_0 + \frac{q_1}{q_0} b_1 + \cdots + \frac{q_n}{q_0} b_n \right) \begin{vmatrix}
  n_{11} & \cdots & n_{1n} \\
  \vdots & \ddots & \vdots \\
  n_{n1} & \cdots & n_{nn}
\end{vmatrix}
\]
Since 
\[ n_{11} \cdots n_{1n} = \pm q_0', \] 
up to replace \( b_j \) with \(-b_j\), we get
\[ \det \left( \frac{n_{ij}}{b_j} \right) = \sum_{j=0}^{n} q'_j b_j \]
and condition (18) can be rewritten as follows
\[ \sum_{j=0}^{n} q'_j b_j = 1. \]
The existence of an integer solution \((b_0, \ldots, b_n)\) of equation (19) is guaranteed by recalling that \(\gcd(q'_0, \ldots, q'_n) = 1\). In particular
\[ A_{n-1}(\mathbb{P}(Q)) = \mathbb{Z} \cdot \left( \sum_{j=0}^{n} b_j d(D_j) \right) \cong \mathbb{Z} \]
proving (1) in the statement of Theorem 1.19.

By Criterion 1.1, a toric stable Weil divisor \( \sum_{j=0}^{n} c_j D_j \in \mathcal{W}_T(\mathbb{P}(Q)) \) is Cartier if and only if for any maximal cone \( \sigma \in Q \Sigma \) there exists \( u = u(\sigma) \in QM \) such that
\[ \forall j : \langle n_j, \sigma \rangle = -c_j. \]
Maximal cones of \( Q \Sigma \) are precisely given by all the cones \( \sigma \in \Sigma(n) \), which are \( n+1 \) and can be enumerated by the unique \( j \) such that \( v_j \not\in \sigma(1) \). Then the Criterion 1.1 can be applied as follows to the case of \( Q \Sigma \)
\[ n \sum_{j=0}^{n} c_j D_j \text{ is Cartier} \iff \forall l = 0, \ldots, n \quad \exists u_l \in QM : \forall j \neq l \quad \langle u_l, n_j \rangle = -c_j. \]
Let us apply (21) to a representative divisor \( D := \sum_{j=0}^{n} b_j D_j \) of a generator of the Chow group, i.e. such that its coefficients \( b_j \) give an integer solution of the linear equation (19). By writing \( u_l = \sum_{i=1}^{n} u_{il} Q_e_i \), we get \( \langle u_l, n_j \rangle = \sum_{i=1}^{n} u_{il} n_{ij} \), meaning that, for all \( 0 \leq l \leq n \), we are looking for a solution of the \( n \times n \) linear system
\[ \forall j \neq l \quad \sum_{i=1}^{n} n_{ij} u_{il} = -b_j. \]
By Lemma 1.21, \( |\det(n_{ij} \mid j \neq l)| = q'_l \), which in general is greater then 1, implying that the linear system (22) admits rational but not integral solutions i.e. \( D \) is not a Cartier divisor except for the case \( Q = (1, \ldots, 1) \) giving the usual projective space \( \mathbb{P}^n \). Moreover a positive multiple \( kD \) is Cartier if \( q'_l \mid k \) for any \( l = 0, \ldots, n \). This means that the minimum positive multiple of \( D \) which is Cartier is obtained by setting \( k = \delta' := \text{lcm}(q'_0, \ldots, q'_n) \). Then \( \text{Pic}(\mathbb{P}(Q)) \subset A_{n-1}(\mathbb{P}(Q)) = \mathbb{Z} \cdot d(D) \) is the subgroup \( \mathbb{Z} \cdot (\delta' d(D)) \), ending up the proof of (2) in the statement of Theorem 1.19.

Finally (13) follows by applying (1) and (2) to the diagram (6) in Thm. 1.5. \( \square \)
1.7. A polytope of $\mathbb{P}(Q)$. The present subsection is inspired by an observation due to I. Dolgachev (\cite{10} 1.2.5).

**Proposition 1.22.** Define $\delta := \text{lcm}(q_1, \ldots, q_n)$, with $\text{gcd}(q_1, \ldots, q_n) = 1$, and let $\Delta$ be the $n$-dimensional simplex obtained as the convex hull of the origin and the $n$ points of $M \otimes \mathbb{R} \cong \mathbb{R}^n$

\[ p_i = \left( \frac{\delta}{q_i}, 0, \ldots, 0 \right), \ldots, p_n = \left( 0, \ldots, 0, \frac{\delta}{q_n} \right) \]

If $Q = (1, q_1, \ldots, q_n)$ then there exists a very ample divisor $H$ of $\mathbb{P}(Q)$ whose polarization gives $(\mathbb{P}(Q), H) \cong \mathbb{P}_\Delta$.

**Proof.** Since $q_0 = 1$, Proposition 1.15 gives $v_0 = -\sum_{i=1}^n q_i v_i$ and $\mathbb{P}(Q) \cong X(\delta \Sigma)$ where $\delta \Sigma = \text{fan}(v_0, \ldots, v_n) \subset QN$. If $n_j$ is the unique generator of the semigroup $\langle v_j \rangle \cap QN$ then Lemma 1.21(c) gives that $n_j = d_j v_j = v_j$, since $\text{gcd}(q_1, \ldots, q_n) = 1$ implies that $Q = (1, q_1, \ldots, q_n)$ is reduced. Let $D_0$ be the toric stable divisor associated with the 1-dimensional cone generated by $v_0$ and $\Delta := \Delta_{\delta D_0} \subset QM \otimes \mathbb{R}$ be the integral polytope associated with $\delta D_0$ as in (4). The facets of $\Delta_{\delta D_0}$ are lying on the following $n + 1$ hyperplanes of $\mathbb{R}^n$

\[ \langle u, v_0 \rangle = -\delta \iff \sum_{i=1}^n q_i x_i = \delta \]

\[ \langle u, v_i \rangle = 0 \iff x_i = 0, \text{ for } 1 \leq i \leq n \]

whose $n$ by $n$ intersections give precisely vertexes $p_1, \ldots, p_n$ in the statement. The proof ends up by applying the following Lemma 1.23.

**Lemma 1.23.** In the same notation as Proposition 1.22, the divisor $H := \delta D_0$ of $\mathbb{P}(Q)$ is very ample.

**Proof.** It is an application of the Criterion 1.4. First of all observe that the set of vertexes of $\Delta := \Delta_{\delta D_0}$ is given by

\[ v(\delta \Sigma) = \{0, p_1, \ldots, p_n\} \]

immediately implying the ampleness of $\delta D_0$. Let us now denote by $\sigma_j \in \delta \Sigma(n)$ the cone generated by $\{v_0, \ldots, v_n\} \setminus \{v_j\}$ and consider the dual cone $\sigma_j^\vee \subset QM \otimes \mathbb{R}$. Then

\[ \forall i = 1, \ldots, n \quad \sigma_i^\vee = \langle v_1^\vee, \ldots, v_n^\vee \rangle \setminus \left\{ -v_i^\vee \cup \left\{ \frac{\delta}{q_k} v_k^\vee - \frac{\delta}{q_i} v_i^\vee \mid \forall k \neq i \right\} \right\} \]

where $\{v_1^\vee, \ldots, v_n^\vee\} \subset QM$ is the dual basis of $\{v_1, \ldots, v_n\} \subset QN$. Then, for any vertex $u(\sigma_j) \in v(\delta \Sigma)$, observe that $\Delta \cap M - u(\sigma_j)$ generates the semigroup $\sigma_j^\vee \cap M$. In fact

- if $j = 0$ then $\Delta \cap M - u(\sigma_0) = \Delta \cap M$ which generates the semigroup $\langle v_1^\vee, \ldots, v_n^\vee \rangle \cap M$,
- if $j = i \neq 0$ then the translated polytope $\Delta - u(\sigma_i)$ has vertexes given by

\[
\begin{align*}
0 &= p_i - u(\sigma_i) \\
0 &= p_{i_0} - u(\sigma_0) = p_0 - p_i \\
\forall k \neq i : p_{ki} &= p_k - u(\sigma_i) = p_k - p_i.
\end{align*}
\]
Then $\Delta \cap M - u(\sigma_1)$ clearly generates the semigroup $\sigma_1^\vee \cap M$. \hfill \Box

**Remark 1.24.** Consider the polytope $\Delta = \Delta_{\delta D_0}$ assigned by Proposition 1.22. Every facet of $\Delta$ admitting the origin as a vertex corresponds to a polytope whose associated polarized toric variety is a sub-wps of $(\mathbb{P}(Q), H)$. Namely the opposite facet $\Delta_i$ to the vertex $p_i$ is the polytope of $(\mathbb{P}(Q_i), H_i) \subset (\mathbb{P}(Q), H)$ where $Q_i = (1, q_1, \ldots, q_{i-1}, q_{i+1}, \ldots, q_n)$, $H_i := \delta(D_0 \cap \mathbb{P}(Q_i))$ and $\Delta_i = \Delta_{H_i}$. Clearly $H_i$ is a very ample divisor of $\mathbb{P}(Q_i)$.

The opposite facet $\Delta_0$ to the origin turns out to be a polytope whose associated toric variety is the sub-wps $(\mathbb{P}(Q_0), H_0) \subset (\mathbb{P}(Q), H)$ where $Q_0 = (q_1, \ldots, q_n)$ and $H_0$ is a suitable polarization. This fact can be checked by observing that the translated polytope $\Delta_0 - u(\sigma_1)$ is associated as in (4) with the divisor $\delta/q_1 (D_1 \cap \mathbb{P}(Q))$, where $D_1$ is the toric stable divisor associated with the 1-dimensional cone generated by $v_1$. Notice that, by Theorem 1.19, $\delta D_0$ and $(\delta/q_1) D_1$ are linear equivalent divisors of $\mathbb{P}(Q)$. Hence $(\delta/q_1) D_1$ is a very ample divisor of $\mathbb{P}(Q)$ implying that its section $H_0 := \delta/q_1 (D_1 \cap \mathbb{P}(Q_0))$ is a very ample divisor of $\mathbb{P}(Q_0)$ giving

$$(\mathbb{P}(Q_0), H_0) \cong \left(\mathbb{P}_{\Delta_0/q_1(D_1, \tau(\mathbb{P}Q))}, O(1)\right) = \left(\mathbb{P}_{\Delta_0-u(\sigma_1)}, O(1)\right) \cong \left(\mathbb{P}_{\Delta_0}, O(1)\right).$$

We are now able to produce the polytope of a general wps $\mathbb{P}(Q)$, without the restriction $q_0 = 1$.

**Corollary 1.25 ([10] 1.2.5).** Let $Q = (q_0, \ldots, q_n)$ be a weights vector and let $\Delta$ be the $(n + 1)$-dimensional simplex obtained as the convex hull of the origin and the $n + 1$ points of $M \otimes \mathbb{R} \cong \mathbb{R}^{n+1}$

$$P_0 = \left(\frac{\delta}{q_0}, 0, \ldots, 0\right), \ldots, P_n = \left(0, \ldots, 0, \frac{\delta}{q_n}\right).$$

Let $\Delta_\pi := \Delta \cap \pi$ be the $n$-dimensional polytope in $(M \cap \pi) \otimes \mathbb{R}$ obtained by intersecting with the hyperplane $\pi := \mathcal{V}(\sum_{j=0}^n q_j x_j - \delta) \subset \mathbb{R}^{n+1}$. Then there exists a suitable very ample divisor $H_\pi$ such that $(\mathbb{P}(Q), H_\pi) \cong (\mathbb{P}_{\Delta_\pi}, O(1))$.

**Proof.** Consider the $(n+1)$-dimensional wps $\mathbb{P}(1, Q)$. Proposition 1.22 ensures that $(\mathbb{P}(1, Q), H) \cong (\mathbb{P}_{\Delta}, O(1))$ where $\Delta$ is the $(n + 1)$-dimensional simplex described in the statement and $H$ is a suitable polarization. Therefore the polytope of $\mathbb{P}(Q)$ is given by the opposite facet of $\Delta$ with respect to the origin, as described in Remark 1.24, which precisely the facet cut out from $\Delta$ by the hyperplane $\pi$. \hfill \Box

1.8. **The reduction theorem.** The following reduction *Theorem* is a well known fact ([9] §1,10 1.3.1) we are now able to completely prove by the toric point of view, as an application of the previous Theorem 1.19 and by giving a quotient presentation of $\mathbb{P}(Q)$, following the Cox Theorem 1.6.

**Theorem 1.26 (Reduction Theorem).** Let $Q' = (q'_0, \ldots, q'_n)$ be the reduced weights vector of $Q = (q_0, \ldots, q_n)$. Then

$$\mathbb{P}(Q) \cong (\mathbb{C}^{n+1} \setminus \{0\}) / \mathbb{C}^* \cong \mathbb{P}(Q')$$

where the quotient is realized by means of the (reduced) action

$$\nu_{Q'}: \mathbb{C}^* \times \mathbb{C}^{n+1} \rightarrow \mathbb{C}^{n+1}$$

$$(t, (z_j)) \mapsto \left(t^{q'_0} z_0, \ldots, t^{q'_n} z_n\right).$$
Proof. Let $S = \mathbb{C}[x_0, \ldots, x_n]$ be the polynomial ring obtained by associating the variable $x_j$ with the 1-dimensional cone $(\mathbf{v}_j) \in \Sigma(1)$. We want to describe the grading induced on $S$ by proceeding as in 1.1.5. The kernel of the degree map $d: \mathcal{W}_T(\mathbb{P}(Q)) \to A_{n-1}(\mathbb{P}(Q))$ is described in (17), implying that

$$\forall i = 1, \ldots, n \quad d \left( \sum_{j=0}^{n} n_{ij} D_j \right) = \sum_{j=0}^{n} n_{ij} d(D_j) = 0.$$  \hfill (24)

By Lemma 1.21, (e), $n_{i0} = -\sum_{k=1}^{n} (q'_k/q_0') n_{ik}$. Then the multiplication by $q'_0$ of (24) can be rewritten as follows

$$\forall i = 1, \ldots, n \quad \sum_{k=1}^{n} n_{ik} (q'_0 d(D_k) - q'_k d(D_0)) = 0.$$  \hfill (25)

Moreover Lemma 1.21 gives that $|\det(n_{i,k})| = q'_0 \neq 0$. Therefore equations (25) imply that

$$\forall k = 1, \ldots, n \quad q'_0 d(D_k) = q'_k d(D_0).$$  \hfill (26)

Let $d(D) = \sum_{j=0}^{n} b_j d(D_j)$ be a generator of $A_{n-1}(\mathbb{P}(Q))$, which is that $\sum_{j=0}^{n} q'_j b_j = 1$, by Theorem 1.19, (2). Then $\deg(d(D)) = 1$ and (26) gives

$$q'_0 = q'_0 \cdot \deg(d(D)) = \deg \left( \sum_{j=0}^{n} b_j q'_0 d(D_j) \right) \hfill (26)\hfill \sum_{j=0}^{n} q'_j b_j \deg(d(D_0)) = \deg(d(D_0))$$

and, again by (26), we get

$$\forall j = 0, \ldots, n \quad \deg(x_j) = \deg(d(D_j)) = q'_j$$  \hfill (27)

which defines a grading on $S$.

Let us now use Theorem 1.6 to obtain a quotient description of $\mathbb{P}(Q)$. First of all observe that the acting group is $G := \text{Hom}(A_{n-1}(\mathbb{P}(Q)), \mathbb{C}^*) \cong \mathbb{C}^*$, whose action on $\mathbb{C}^{n+1}_\Sigma(1)$, as defined in (9), is given by

$$\mathbb{C}^* \times \mathbb{C}^{n+1} \longrightarrow \mathbb{C}^{n+1} \hfill (28)\hfill (t, (z_j)) \longmapsto d'(t) \cdot (z_j) := (t^{\deg x_j} z_j) \quad (27)$$

This is precisely the action $\nu_Q'$ in the statement. The irrelevant ideal $B$ defined in (7) is given by $B = \langle x_0, \ldots, x_n \rangle \subset S$, then

$$Z = \mathcal{V}(B) = \{0\} \subset \mathbb{C}^{n+1}.$$  \hfill (29)

Therefore, by (28) and (29), Theorem 1.6 gives

$$\mathbb{P}(Q) \cong \left( \mathbb{C}^{n+1} \setminus \{0\} \right) / \mathbb{C}^*$$  \hfill (30)

where the quotient is realized by means of the action $\nu_Q'$, as defined in (28).

On the other hand $\mathbb{P}(Q') = X \left( Q' \Sigma \right)$ where $Q' \Sigma := \text{fan}(n_0, \ldots, n_n)$ in the lattice $Q' N := \langle n_0, \ldots, n_n \rangle$. Therefore the kernel of the map $d: \mathcal{W}_T(\mathbb{P}(Q')) \to A_{n-1}(\mathbb{P}(Q'))$ is still described by (17), then still giving (24), (25), (26) and the
grading (27) on the generators of $A_{n-1}(\mathbb{P}(Q'))$. Then the application of Theorem 1.6 allows to conclude that
\begin{equation}
\mathbb{P}(Q') \cong \left( \mathbb{C}^{n+1} \setminus \{0\} \right) / \mathbb{C}^*
\end{equation}
since $\text{Hom}(A_{n-1}(\mathbb{P}(Q')), \mathbb{C}^*) \cong \mathbb{C}^*$ and its action is still given by (28), when is observed that the exceptional subset $Z = \mathcal{V}(B)$ remains that described in (29). Then (30) and (31) prove (23) and the statement of Theorem 1.26. \hfill \Box

1.9. Ampleness and very ampleness of divisors on $\mathbb{P}(Q)$. In the present subsection we will extend to the class of weighted projective spaces a property of smooth complete toric varieties, which is the coincidence of ampleness and very ampleness concepts for divisors ([16] Corollary 2.15).

**Proposition 1.27.** With the same notation as in Theorem 1.19, if $D$ is any representative of a generator of $A_{n-1}(\mathbb{P}(Q))$ then $\delta^* D$ is a very ample divisor. Moreover for a positive integer $k$, the multiple $kD$ is an ample divisor if and only if $\delta^*$ divides $k$. In particular a divisor of $\mathbb{P}(Q)$ is ample if and only if it is very ample.

**Remark 1.28.** Consider the projective embedding $\mathbb{P}(Q) \rightarrow \mathbb{P}^r$ associated with the very ample divisor $\delta^* D$ defined in Proposition 1.27. Then $\mathbb{P}^r = \mathbb{P}(|\mathcal{O}_{\mathbb{P}(Q)}(\delta^* D)|)$ and $\mathcal{O}_{\mathbb{P}(Q)}(\delta^* D) \cong \mathcal{O}_{\mathbb{P}(Q)}(H)$, where $H$ is the divisor cut out on $\mathbb{P}(Q)$ by a hyperplane section. By Theorem 1.19,(2) this line bundle generates $\text{Pic}(\mathbb{P}(Q))$. Then it makes sense to fix the following

**Notation.** $\mathcal{O}_{\mathbb{P}(Q)}(1)$ is the line bundle generating $\text{Pic}(\mathbb{P}(Q))$, which is that
\begin{equation}
\forall \ D = \sum_{j=0}^{n} a_j D_j \in \mathcal{W}_T(\mathbb{P}(Q)): \sum_{j=0}^{n} a_j q_j^* = \delta^* \mathcal{O}_{\mathbb{P}(Q)}(1) \cong \mathcal{O}_{\mathbb{P}(Q)}(D).
\end{equation}

**Proof of Proposition 1.27.** By Theorem 1.19,(2) the line bundle $\mathcal{O}_{\mathbb{P}(Q)}(\delta^* D)$ generates $\text{Pic}(\mathbb{P}(Q))$. On the other hand, by the Reduction Theorem 1.26, $\mathbb{P}(Q) \cong \mathbb{P}(Q')$ where $Q'$ is the reduction of $Q$. This isomorphism sends $D$ to a representative $D'$ of a generator of $A_{n-1}(\mathbb{P}(Q'))$. Hence $\mathcal{O}_{\mathbb{P}(Q)}(\delta^* D')$ generates $\text{Pic}(\mathbb{P}(Q'))$: the very ampleness of $\delta^* D$ can then be proven by showing that $\delta^* D'$ is very ample. At this purpose recall Proposition 1.22 and Corollary 1.25 and consider the $(n+1)$-dimensional polytope $\Delta$ defined as the convex hull of the origin and the $n+1$ points in $\mathbb{R}^{n+1}$

\[ P_0 = \left( \frac{\delta'}{q_0}, 0, \ldots, 0 \right), \ldots, P_n = \left( 0, \ldots, 0, \frac{\delta'}{q_n} \right). \]

With the same notation given in Remark 1.24, there exists a very ample divisor $H$ on $\mathbb{P}(1, Q')$ such that $(\mathbb{P}(1, Q'), H) \cong (\mathbb{P}_\Delta, \mathcal{O}(1))$ and, calling $\Delta_0$ the facet of $\Delta$ which is opposite to the origin, one gets $(\mathbb{P}(Q'), H_0) \cong (\mathbb{P}_{\Delta_0}, \mathcal{O}(1)) \cong (\mathbb{P}_{\Delta_0 - P_0}, \mathcal{O}(1))$. Let $D_0$ be the toric stable divisor associated with the 1-dimensional cone of the fan of $\mathbb{P}(1, Q')$ corresponding to the weight $q_0': \Delta_0 - P_0 = \Delta_{(\delta'/q_0')} D_0$. By Remark 1.24 $(\delta'/q_0') D_0$ turns out to be a very ample divisor of $\mathbb{P}(1, Q')$. Therefore, cutting out by means of the sub-wps $\mathbb{P}(Q') \subset \mathbb{P}(1, Q')$, the divisor $\delta'/q_0'(D_0 \cap \mathbb{P}(Q'))$ is very ample on $\mathbb{P}(Q')$. Since Theorem 1.19,(1) gives the linear equivalence $\delta'/q_0'(D_0 \cap \mathbb{P}(Q')) \equiv \delta^* D'$ we get that $\delta^* D'$ is also a very ample divisor of $\mathbb{P}(Q')$.

Let $D$ be a divisor whose linear equivalence class $d(D) \in A_{n-1}(\mathbb{P}(Q))$ is a generator i.e. $A_{n-1}(\mathbb{P}(Q)) \cong \mathbb{Z} \cdot d(D)$. As already observed in the proof of Theorem 1.19, a positive multiple $kD$ is Cartier if $q_l' \mid k$ for any $l = 0, \ldots, n$. Since an ample
divisor is Cartier, assuming $kD$ ample gives that $\delta'|k$. Conversely, since $\delta'D$ is a very ample divisor, if $\delta'|k > 0$ then $kD$ is very ample, hence ample.

To prove the last assertion in the statement of Proposition 1.27 we have to show that ampleness implies very ampleness. At this purpose consider an ample divisor $E$ of $\mathbb{P}(Q)$. Then it is Cartier and $d(E) = kd(D)$ for some positive multiple $k$ of $\delta'$. Since $\delta'D$ is very ample, this means that $E$ is a very ample divisor. \hfill \Box

2. Characterization of fans giving $\mathbb{P}(Q)$

In the present section we will answer to the following nested questions:

(I) given a weights vector $Q$ and a fan $\Sigma$, when $\mathbb{P}(Q) \cong X(\Sigma)$?

(II) given a fan $\Sigma$, when there exists a weights vector $Q$ such that $\mathbb{P}(Q) \cong X(\Sigma)$?

We will give necessary and sufficient conditions for $\Sigma$ to be associated with the complete toric variety $\mathbb{P}(Q)$.

2.1. Characterizing the fan. Let $Q = (q_0, \ldots, q_n)$ be a weights vector and consider a $n$-dimensional lattice $N$ and a subset of $n + 1$ integer vectors $\{v_0, \ldots, v_n\} \subset N$. Let us consider the $1$–generated fan

$$\Sigma := \text{fan}(v_0, \ldots, v_n)$$

and the associated fan matrix $V = (v_0, \ldots, v_n)$, where the columns order is fixed by the weights order in $Q$. Then the fan $\Sigma$ and the matrix $V$ are associated each other.

**Theorem 2.1.** Consider the fan $\Sigma = \text{fan}(v_0, \ldots, v_n)$ and the associated matrix $V = (v_0, \ldots, v_n)$. Then the following facts are equivalent:

1. $\Sigma$ is a fan of $\mathbb{P}(Q)$,
2. $\sum_{j=0}^{n} q_j v_j = 0$ and the sub-lattice $N' := \langle q_0 v_0, \ldots, q_n v_n \rangle \subset N$ has finite index

$$[N : N'] = \prod_{j=0}^{n} q_j ,$$

3. $\forall j = 0, \ldots, n \quad V_j = (-1)^{j+1} q_j \quad \text{for } \epsilon \in \{0, 1\}$,
4. $q_0 v_0 = - \sum_{i=1}^{n} q_i v_i$ and $|V_0| := |\det(v_1, \ldots, v_n)| = q_0$.

**Proof.** (1) $\Rightarrow$ (2). Recalling Proposition 1.15, this is precisely the content of Lemma 1.21.(a).

(2) $\Rightarrow$ (3). This is Lemma 1.21.(b).

(3) $\Rightarrow$ (4). For any $k = 1, \ldots, n$ consider the $(n + 1) \times (n + 1)$ matrix

$$A_k := \begin{pmatrix} v_{k0} & \cdots & v_{kn} \\ \vdots & \ddots & \vdots \\ V \end{pmatrix} .$$

Since the first and the $(k+1)$-th rows of $A_k$ are equal we get

$$\forall k = 1, \ldots, n \quad 0 = \det(A_k) = \sum_{j=0}^{n} (-1)^j v_{kj} V_j = (-1)^{n} \sum_{j=0}^{n} q_j v_{kj} \Rightarrow \sum_{j=0}^{n} q_j v_{kj} = 0 .$$

(4) $\Rightarrow$ (2). Since $|V_0| = q_0$ then $\{q_1 v_1, \ldots, q_n v_n\}$ is a basis of the sub-lattice $N'$. Hence

$$[N : N'] = |\det(q_1 v_1, \ldots, q_n v_n)| = \prod_{i=1}^{n} q_i |V_0| = \prod_{j=0}^{n} q_j .$$
Algorithm 2.4 (Recognizing a fan of $P(Q)$). See 1.1 and 1.2 in [19, 20] for a Maple implementation.

- Input: a fan $F = (v_0, \ldots, v_n)$.
- Let $V := \text{Mat}(v_0, \ldots, v_n)$ be the associated matrix and set $q_i := |V_i|$;
As a consequence of Theorem 2.1, fan(\(Q\)) proves (1). By point (2) of Proposition 1.9 the rows of the matrix consisting of the last \(n\) \(\times\) \(n\) free subgroup of \(\mathbb{Z}^n\) the equality [\(\sum_{j=0}^{n} q_j v_j = 0\)] assures that there exist matrices \(A \in \text{GL}(n, \mathbb{Z})\) such that \(A \cdot Q^T = B\). Moreover the elementary divisor theorem assures that there exist matrices \(A_1, A_2 \in \text{GL}(n, \mathbb{Z})\) such that \(A_1 \cdot C \cdot A_2 = \begin{pmatrix} 1 & 0 & \ldots & 0 & 0 \\ 0 & 1 & \ldots & 0 & 0 \\ \vdots & & \ddots & \ddots & \vdots \\ 0 & 0 & \ldots & 1 & 0 \end{pmatrix}\). By transposing we see that the columns of \(C\) generate \(\mathbb{Z}^n\) and this proves (2).

2.2. Hermite normal form of weights and fans of \(\mathbb{P}(Q)\). In the subsection 1.5 we already exhibit a fan of \(\mathbb{P}(Q)\), as proposed by Fulton in his book [12]. Actually by an algorithmic point of view that fan is not very explicitly presented. The following result, which is a direct consequence of Theorem 2.1, gives rise to a surprising method to get a fan of a given wps \(\mathbb{P}(Q)\), which turns out to be encoded by the switching matrix giving the HNF of the transposed weights vector \(Q^T\). Since the latter is obtained by a well known algorithm, based on Euclid’s algorithm for greatest common divisor [3, Algorithm 2.4.4], this gives an effective and quick method to produce a fan of \(\mathbb{P}(Q)\) (see the following Algorithm 2.6).

**Proposition 2.5.** Let \(Q = (q_0, \ldots, q_n)\) be a weights vector, \(B\) the HNF of the transposed vector \(Q^T\) and \(U \in \text{GL}(n+1, \mathbb{Z})\) be such that \(U \cdot Q^T = B\). Let \(C\) be the matrix consisting of the last \(n\) rows of \(U\) and let \(v_j\) be the \(j\)th column vector of \(C\), for \(0 \leq j \leq n\). Let \(L, L'\) be the lattices generated in \(\mathbb{Z}^n\) by \(v_0, \ldots, v_n\) and \(q_0 v_0, \ldots, q_n v_n\) respectively. Then

1. \(B = \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}\);
2. \(L = \mathbb{Z}^n\);
3. \(\sum_{j=0}^{n} q_j v_j = 0\);
4. for all \(0 \leq j \leq n\) there exists \(\epsilon \in \{0, 1\}\) such that \(C_j = (-1)^{\epsilon+j} q_j\);
5. \(|L : L'| = \prod_{j=0}^{n} q_j|\).

As a consequence of Theorem 2.1, fan(\(v_0, \ldots, v_n\)) is a fan of \(\mathbb{P}(Q)\).

**Proof.** The rank of \(Q\) is 1, so by definition of HNF, \(B = \begin{pmatrix} a \\ 0 \\ \vdots \\ 0 \end{pmatrix}\) with \(a \geq 1\). By the equality \(Q^T = U^{-1} \cdot B\) we see that \(a\) must divide \(q_0, \ldots, q_n\), so that \(a = 1\); this proves (1). By point (2) of Proposition 1.9 the rows of \(C\) are a basis of the cotorsion-free subgroup of \(\mathbb{Z}^{n+1}\) defined by the equation \(\sum_{j=0}^{n} q_j x_j = 0\). Therefore (3) holds. Moreover the elementary divisor theorem assures that there exist matrices \(A_1 \in \text{GL}(n+1, \mathbb{Z})\) and \(A_2 \in \text{GL}(n, \mathbb{Z})\) such that \(A_1 \cdot C \cdot A_2 = \begin{pmatrix} 1 & 0 & \ldots & 0 & 0 \\ 0 & 1 & \ldots & 0 & 0 \\ \vdots & & \ddots & \ddots & \vdots \\ 0 & 0 & \ldots & 1 & 0 \end{pmatrix}\). Point (4) is immediate from point (1) using the Cramer rule. Moreover by (3) we see that \(L'\) is generated by \(q_1 v_1, \ldots, q_n v_n\); therefore it has index \(\prod_{i=1}^{n} q_i\) in the lattice generated by \(v_1, \ldots, v_n\), and the latter has index \(q_0\) in \(\mathbb{Z}^n\) by (4); point (5) follows.

**Algorithm 2.6** (Producing a fan of \(\mathbb{P}(Q)\)). See 0.b in [19, 20] for a Maple implementation.
spaces this means that two fans modular transformation of the environmental lattice. In case of weighted projective that two toric varieties are isomorphic if and only if their fans are related by a uni-
Equivalence of fans giving the same wps.

\section{2.3. Equivalence of fans giving the same wps.}

After \cite{16} §1.5, it is well known that two toric varieties are isomorphic if and only if their fans are related by a uni-

**Proposition 2.7.** The following sets are bijectively equivalent

\begin{align}
\{ \text{wps's} \} / \text{iso} & \overset{1:1}{\longleftrightarrow} \{ Q \in (\mathbb{N} \setminus \{0\})^{n+1} | Q \text{ is reduced} \} / \mathfrak{S}_{n+1} \\
& \overset{1:1}{\longleftrightarrow} \mathbb{GL}(n, \mathbb{Z}) \setminus \mathfrak{F}^\text{red}_{n} \\
& \overset{1:1}{\longleftrightarrow} \mathbb{GL}(n, \mathbb{Z}) \setminus \mathfrak{W}^\text{red}_{n} / \mathfrak{S}_{n+1} .
\end{align}

**Proof.** For the first bijection in (34) let us define, at first, a map

\begin{align}
\{ \text{wps's} \} / \text{iso} & \longrightarrow \{ Q \in (\mathbb{N} \setminus \{0\})^{n+1} | Q \text{ is reduced} \} / \mathfrak{S}_{n+1} \\
& \overset{1:1}{\leftrightarrow} \mathbb{GL}(n, \mathbb{Z}) \setminus \mathfrak{F}^\text{red}_{n} \\
& \overset{1:1}{\leftrightarrow} \mathbb{GL}(n, \mathbb{Z}) \setminus \mathfrak{W}^\text{red}_{n} / \mathfrak{S}_{n+1} .
\end{align}

First of all one has to prove that the map in (35) is well defined which is that $\mathbb{P}(Q) \cong \mathbb{P}(P)$ implies that the reduced weights vectors $Q'$ and $P'$ are related by a permutation. In fact the given isomorphism of wps’s gives an isomorphisms of polarized varieties $(\mathbb{P}(Q), \mathcal{O}_{\mathbb{P}(Q)}(1)) \cong (\mathbb{P}(P), \mathcal{O}_{\mathbb{P}(P)}(1))$ which is a toric equivariant isomorphism preserving characteristic points of cones (defined as in (1)) and their toric orbits. Then toric stable divisors $\{ D_{0}, \ldots, D_{n} \}$ generating $\mathcal{W}_{T}(\mathbb{P}(Q))$ are sent, up to a permutation, into toric stable divisors $\{ E_{0}, \ldots, E_{n} \}$ generating $\mathcal{W}_{T}(\mathbb{P}(P))$. Recalling notation (32), any Cartier divisor $D$ representing $\mathcal{O}_{\mathbb{P}(Q)}(1)$

- Input: the weights vector $Q = (q_{0}, \ldots, q_{n})$.
- Apply the HNF algorithm in order to find a matrix $U \in \mathbb{GL}_{n+1}(\mathbb{Z})$ such that $U \cdot \begin{pmatrix} q_{0} \\ q_{1} \\ \vdots \\ q_{n} \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}$.
- Delete from $U$ the first row and take the list $F$ of the column vectors of the resulting matrix.
- Output $F$. 
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& \overset{1:1}{\longleftrightarrow} \mathbb{GL}(n, \mathbb{Z}) \setminus \mathfrak{F}^\text{red}_{n} \\
& \overset{1:1}{\longleftrightarrow} \mathbb{GL}(n, \mathbb{Z}) \setminus \mathfrak{W}^\text{red}_{n} / \mathfrak{S}_{n+1} .
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& \overset{1:1}{\leftrightarrow} \mathbb{GL}(n, \mathbb{Z}) \setminus \mathfrak{W}^\text{red}_{n} / \mathfrak{S}_{n+1} .
\end{align}

First of all one has to prove that the map in (35) is well defined which is that $\mathbb{P}(Q) \cong \mathbb{P}(P)$ implies that the reduced weights vectors $Q'$ and $P'$ are related by a permutation. In fact the given isomorphism of wps’s gives an isomorphisms of polarized varieties $(\mathbb{P}(Q), \mathcal{O}_{\mathbb{P}(Q)}(1)) \cong (\mathbb{P}(P), \mathcal{O}_{\mathbb{P}(P)}(1))$ which is a toric equivariant isomorphism preserving characteristic points of cones (defined as in (1)) and their toric orbits. Then toric stable divisors $\{ D_{0}, \ldots, D_{n} \}$ generating $\mathcal{W}_{T}(\mathbb{P}(Q))$ are sent, up to a permutation, into toric stable divisors $\{ E_{0}, \ldots, E_{n} \}$ generating $\mathcal{W}_{T}(\mathbb{P}(P))$. Recalling notation (32), any Cartier divisor $D$ representing $\mathcal{O}_{\mathbb{P}(Q)}(1)$
can be written as $D = \sum_{j=0}^{n} b_j D_j$ where $(b_0, \ldots, b_n)$ is any integer point of the hyperplane $\pi_Q := V \left( \sum_{j=0}^{n} q_j^i x_j - \delta_Q^i \right)$ defined in $\mathbb{R}^{n+1}$ by letting $Q' = (q_0', \ldots, q_n')$ be the reduced weights vector of $Q$ and $\delta_Q := \text{lcm}(q_0', \ldots, q_n')$. Analogously any Cartier divisor $E$ representing $\mathcal{O}_{\mathbb{P}(P)}(1)$ can be written as $E = \sum_{j=0}^{n} c_j E_j$ where $(c_0, \ldots, c_n)$ is any integer point of the hyperplane $\pi_P := V \left( \sum_{j=0}^{n} p_j^i x_j - \delta_P^i \right)$ defined in $\mathbb{R}^{n+1}$ by letting $P' = (p_0', \ldots, p_n')$ be the reduced weights vector of $P$ and $\delta_P := \text{lcm}(p_0', \ldots, p_n')$. The given isomorphism of polarized varieties then sends any representative $D$ of $\mathcal{O}_{\mathbb{P}(Q)}(1)$ in a representative $E$ of $\mathcal{O}_{\mathbb{P}(P)}(1)$ and viceversa, meaning that every integer point of $\pi_Q$ is, up to a permutation, an integer point of $\pi_P$ and viceversa. Therefore, up to a permutation on the coordinates $x_j$, $\pi_Q \equiv \pi_P$, which is that $Q' = P'$ up to a permutation, as expected.

Since the map in (35) is clearly surjective, it remains to prove that it is also injective. In fact consider $\mathbb{P}(Q_1)$ and $\mathbb{P}(Q_2)$ such that the reduced weights vectors $Q'_1$ and $Q'_2$ are related by a permutation. The the Reduction Theorem 1.26 immediately gives that $\mathbb{P}(Q_1) \cong \mathbb{P}(Q_2)$, as expected.

The second bijection in (34), is obtained by applying the Reduction Theorem 1.26 to Theorem 1.13 in [16].

Finally, the third bijection in (34) is obtained immediately by applying (33). □

2.4. A $Q$–canonical fan of $\mathbb{P}(Q)$. In subsections 1.5 and 2.2 we already presented two ways to produce a fan of a given wps. In the present subsection we want to use the characterization (4) in Theorem 2.1 to present a further result returning a $Q$–canonical fan of $\mathbb{P}(Q)$, in the sense that the associated fan matrix is in HNF, up to a permutation of columns (see the following Remark 2.9). This fact presents the fan in a triangular shape and generated by as much as possible number of vectors $e_1, \ldots, e_n$ in a given basis of the lattice $N$. Moreover it turns out to be the most convenient procedure to get a fan of $\mathbb{P}(Q)$ by hands (see the following Example 2.10).

The following has to be compared with results in §3 of [4].

**Proposition 2.8.** Let $Q = (q_0, \ldots, q_n)$ be a weights vector. For any $j$ with $1 \leq j \leq n$, define $k_j := \gcd(q_0, q_j, q_{j+1}, \ldots, q_n)$. Then:

1. $k_j \mid k_{j+1}$,
2. either $k_n = (q_0, q_n) = 1$ or there exists a positive integer $i$, with $1 \leq i \leq n - 1$, such that $k_i = 1$ and $k_{i+1} > 1$,
3. consider a superior triangular matrix $V^0 = (v_1, \ldots, v_n) \in \text{GL}(n, \mathbb{Z})$ whose columns $v_j$ are such that:

   \[
   \forall \, 1 \leq j \leq i - 1 \quad v_j = e_j \\
   \forall \, i \leq j \leq n - 1 \quad v_{jj} = k_{j+1} / k_j \\
   v_{nn} = q_0 / k_n
   \]

   where $v_{kj}$ is the $k$-th entry of the column $v_j$; then there exists a choice for $v_{kj}$ with $i \leq k \leq j$ such that $V^0$ can be completed to a matrix $V = (v_0, v_1, \ldots, v_n) \in \text{Mat}(n, n + 1; \mathbb{Z})$ whose columns satisfy the following condition

   \[
   \sum_{j=0}^{n} q_j v_j = 0; 
   \]
in particular the columns of $V$ satisfy condition (4) of Theorem 2.1, hence generate a fan of $\mathbb{P}(Q)$.

(4) there exists a unique choice of the previous matrices $V$ and $V^0$ such that $V^0$ is in HNF with only non negative entries; then the column $v_0$ in $V$ admits only negative entries. Moreover the matrix $V'$, obtained by exchanging each other the columns $v_0$ and $v_n$ in $V$, is in HNF.

Proof. (1) is obvious. (2) follows from (1) by recalling the hypothesis
\[ k_1 = \text{gcd}(q_0, q_1, \ldots, q_n) = 1. \]
To prove (3) we have to show the existence of an integral vector $v_0 = \begin{pmatrix} v_{10} \\ \vdots \\ v_{n0} \end{pmatrix}$ satisfying the following equations
\begin{align*}
(36) & \quad \forall 1 \leq j \leq i - 1 \quad q_0 v_{j0} + q_j + \sum_{k=i}^{n} q_k v_{jk} = 0 \\
(37) & \quad \forall i \leq j \leq n - 1 \quad q_0 v_{j0} + q_j \frac{k_{j+1}}{k_j} + \sum_{k=j+1}^{n} q_k v_{jk} = 0 \\
(38) & \quad q_0 v_{n0} + q_n \frac{q_0}{k_n} = 0. 
\end{align*}
The last equation (38) is clearly satisfied by putting $v_{n0} = -q_n/k_n = -q_n/(q_0, q_n)$. The $j$-th equation in (37) admits integer solutions for $(v_{j0}, v_{j,j+1}, \ldots, v_{jn})$ if and only if
\[ \text{gcd}(q_0, q_{j+1}, \ldots, q_n) = k_{j+1} \mid q_j \frac{k_{j+1}}{k_j} \]
which is clearly true since $k_j \mid q_j$, by definition. Finally the $j$-th equation in (36) admits integer solutions for $(v_{j0}, v_{ji}, v_{j,i+1}, \ldots, v_{jn})$ if and only if
\[ \forall 1 \leq j \leq i - 1 \quad \text{gcd}(q_0, q_i, \ldots, q_n) = k_i \mid q_j \]
which is clearly true since $k_i = 1$, by the previous point (2). Recall now that $V^0$ is a triangular matrix, giving
\[ \det(V^0) = \prod_{j=1}^{n} v_{jj} = k_{i+1} \cdot \frac{k_{i+2}}{k_{i+1}} \cdot \ldots \cdot \frac{k_n}{k_{n-1}} \cdot q_0 \frac{q_0}{k_n} = q_0 \]
which is enough to get condition (4) of Theorem 2.1 for the columns of $V$.
To prove (4) let us first of all observe that, for any $1 \leq j \leq i - 1$, $v_j = e_j$, meaning that the first $i - 1$ columns of $V^0$ are composed of nonnegative entries satisfying the HNF conditions. Moreover $V^0$ is upper triangular. Then it remains to prove that there exists a unique choice for $v_{jk}$ such that
\[ \forall k : i \leq k \leq n, \forall j : j < k \quad 0 \leq v_{jk} < v_{kk}. \]
The $j$-th equation in (37) can be rewritten as follows
\[ q_0 v_{j0} + q_n v_{jn} = q_j \frac{k_{j+1}}{k_j} - \sum_{k=j+1}^{n} q_k v_{jk}. \]
Fixing variables \( v_{jk} \), for \( j + 1 \leq k \leq n - 1 \), the previous diophantine equation admits solutions for \( v_{0j}, v_{jn} \) if and only if

\[
(k_n = \gcd(q_0, q_n) | - q_j \frac{k_{j+1}}{k_j} - \sum_{k=j+1}^{n-1} q_k v_{jk}).
\]

Moreover, given a particular solution \( v_{jn}^{(0)} \), all the possible integer solutions for \( v_{jn} \) are given by

\[
v_{jn} = v_{jn}^{(0)} - \frac{q_0}{k_n} \cdot h_{jn} = v_{jn}^{(0)} - v_{nn} \cdot h_{jn}, \quad \forall h_{jn} \in \mathbb{Z}.
\]

Divide \( v_{jn}^{(0)} \) by \( v_{nn} \). Then the remainder of such a division gives a unique choice for \( v_{jn} \) such that

\[
\forall i \leq j \leq n - 1 \quad 0 \leq v_{jn} < v_{nn}.
\]

Analogously the \( j \)-th equation in (36) can be rewritten as follows

\[
q_0 v_{j0} + q_n v_{jn} = -q_j - \sum_{k=i}^{n-1} q_k v_{jk}
\]

and the same argument ensures the existence of a unique choice for \( v_{jn} \) such that

\[
\forall 1 \leq j \leq i - 1 \quad 0 \leq v_{jn} < v_{nn}.
\]

Then the last column in \( V^0 \) can be uniquely chosen with non-negative entries satisfying the HNF condition. Iteratively, condition (39) is satisfied if and only if there exist integer solutions for \( x, v_{jk} \) in the diophantine equation

\[
k_n x + q_{n-1} v_{j,n-1} = -q_j \frac{k_{j+1}}{k_j} - \sum_{k=j+1}^{n-2} q_k v_{jk}
\]

which is if and only if

\[
\gcd(k_n, q_{n-1}) = \gcd(q_0, q_{n-1}, q_n) =: k_{n-1} | - q_j \frac{k_{j+1}}{k_j} - \sum_{k=j+1}^{n-2} q_k v_{jk}.
\]

In particular, given a solution \( v_{j,n-1}^{(0)} \), all the possible integer solutions for \( v_{j,n-1} \) are given by

\[
v_{j,n-1} = v_{j,n-1}^{(0)} - k_n \frac{k_{n-1}}{k_{n-1}} \cdot h_{j,n-1} = v_{j,n-1}^{(0)} - v_{n-1,n-1} \cdot h_{j,n-1}, \quad \forall h_{j,n-1} \in \mathbb{Z}.
\]

Therefore, the division algorithm ensures the existence of a unique choice for \( v_{j,n-1} \) such that

\[
\forall i \leq j \leq n - 1 \quad 0 \leq v_{j,n-1} < v_{n-1,n-1}.
\]

The same argument ensures the existence of a unique choice for \( v_{j,n-1} \) such that

\[
\forall 1 \leq j \leq i - 1 \quad 0 \leq v_{j,n-1} < v_{n-1,n-1}.
\]

Then the \((n-1)\)-th column in \( V^0 \) can be uniquely chosen with non-negative entries satisfying the HNF condition. By completing the iteration, \( V_0 \) can then be uniquely chosen in HNF. Consequently \( v_0 \) has to necessarily admits only negative entries. To prove that \( V' \) is in HNF it suffices to observe that, for \( V' \), the function \( f : \{1, \ldots, n\} \to \{1, \ldots, n + 1\} \), in Definition 1.7, is given by setting \( f(i) = i \), for any \( 1 \leq i \leq n \). Then \( V' \) is in HNF if and only \( V^0 \) is in HNF, since there are no condition for the entries of \( v_0 \) which is the \((n+1)\)-th column of \( V' \). \( \square \)
Remark 2.9. When the weights vector $Q$ is fixed, a significant consequence of Proposition 2.8 is that the fan of $\mathbb{P}(Q)$ presented in (4) is unique and is given by the HNF of a matrix $V$ associated with any fan of $\mathbb{P}(Q)$. This gives rise to an algorithm producing the $Q$–canonical fan which has been implemented in [19, 20], §0.b.

Finally let us underline that the uniqueness of the $Q$–canonical fan of $\mathbb{P}(Q)$ depends on the weights order in $Q$, since the permutation group $\mathfrak{S}_{n+1} \subset \text{GL}(n+1, \mathbb{Z})$ acts on the right. Then we can’t define a canonical fan of $\mathbb{P}(Q)$ but just a $Q$–canonical one.

Example 2.10. Let us apply the Proposition 2.8 to produce by hand the $Q$–canonical fan (hence a fan) of $\mathbb{P}(Q)$ for $Q = (2, 3, 4, 15, 25)$. First of all observe that in this case

$$k_1 = \gcd(Q) = 1, \quad k_2 = d_1 = 1, \quad k_3 = \gcd(2, 15, 25) = 1, \quad k_4 = \gcd(2, 25) = 1.$$ 

The matrix $V'$ in Proposition 2.8(4) is in HNF, then it looks as follows

$$V' = \begin{pmatrix} 1 & 0 & 0 & v_{1,3} & v_{1,0} \\ 0 & 1 & 0 & v_{2,3} & v_{2,0} \\ 0 & 0 & 1 & v_{3,3} & v_{3,0} \\ 0 & 0 & 2 & v_{4,0} & \end{pmatrix}$$

with $0 \leq v_{k,3} \leq 1$, for $1 \leq k \leq 3$. Moreover we get the following conditions

$$0 = q_0 v_{4,0} + \frac{q_0 q_1}{k_4} = 2v_{4,0} + 50 \Rightarrow v_{4,0} = -25$$
$$0 = q_0 v_{3,0} + \frac{k_3 q_3}{k_4} + q_4 v_{3,3} = 2v_{3,0} + 15 + 25v_{3,3} \Rightarrow v_{3,3} = 1 \text{ and } v_{3,0} = -20$$
$$0 = q_0 v_{2,0} + \frac{k_2 q_2}{k_3} + q_4 v_{2,3} = 2v_{2,0} + 4 + 25v_{2,3} \Rightarrow v_{2,3} = 0 \text{ and } v_{2,0} = -2$$
$$0 = q_0 v_{1,0} + \frac{k_1 q_1}{k_2} + q_4 v_{1,3} = 2v_{1,0} + 3 + 25v_{1,3} \Rightarrow v_{1,3} = 1 \text{ and } v_{1,0} = -14$$

giving the following $Q$–canonical fan for $\mathbb{P}(2, 3, 4, 15, 25)$:

$$\Sigma = \text{fan } \begin{pmatrix} -14 \\ -2 \\ -20 \\ -25 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}.$$

Let us conclude the present section with the following result, which will be useful later in (when proving Lemma 3.20 and Proposition 3.19).

Proposition 2.11. Let $V = (v_0, \ldots, v_n)$ be the $Q$–canonical fan matrix with $Q = (q_0, \ldots, q_n)$, as constructed in the previous Proposition 2.8. Then the matrix $\hat{V}$, obtained from $V$ by multiplying $v_0$ for $k_2$ and canceling out the column $v_1$ and the first row, is the $\hat{Q}$–canonical fan matrix, where $\hat{Q} = (q_0/k_2, q_2, \ldots, q_n)$. 
Proof. \( \hat{\mathcal{V}} \) is the following matrix

\[
\hat{\mathcal{V}} = \begin{pmatrix}
k_2v_{2,0} & k_3/k_2 & v_{2,3} & \cdots & \cdots & v_{2,n} \\
k_2v_{3,0} & 0 & k_4/k_3 & \cdots & \cdots & v_{3,n} \\
\vdots & 0 & \ddots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \ddots & k_n/k_{n-1} & v_{n-1,n} & \vdots \\
k_2v_{n,0} & 0 & \cdots & 0 & 0 & q_0/k_{n}
\end{pmatrix}
\]

Then \( \hat{\mathcal{V}}_0 = q_0/k_2 \). On the other hand, by Proposition 2.8 we know that

\[\forall 2 \leq i \leq n - 1 \quad q_0v_{i,0} = -q_i \frac{k_{i+1}}{k_i} - \sum_{l=i+1}^{n} q_l v_{i,l} \]

\[q_0v_{n,0} = -q_n \frac{k_n}{k_{n}}\]

guaranteeing that \( \hat{\mathcal{V}} \) satisfies the condition (4) of Theorem 2.1 for the weights \( \hat{Q} \).

Moreover \( \hat{\mathcal{V}} \) is the \( \hat{Q} \)-canonical fan matrix since \( \hat{V}^0 \) is clearly still in HNF when \( V^0 \) is in HNF. \( \square \)

3. Characterization of polytopes giving \( \mathbb{P}(Q) \)

The present section is devoted to answer questions (I) and (II) opening the previous section 2, in the case of polytopes. As recalled in 1.1.3, an integral polytope \( \Delta \) corresponds to a polarized toric variety \((\mathbb{P}_\Delta, \mathcal{O}(1))\). Then those questions have to be reformulated, for polytopes, as follows:

(A) given a weights vector \( Q \) and an integral polytope \( \Delta \), when there exists a positive integer \( m \) such that \((\mathbb{P}_\Delta, \mathcal{O}(1)) \cong (\mathbb{P}(Q), \mathcal{O}(m))\)?

(B) given an integral polytope \( \Delta \), when there exist a weights vector \( Q \) and a positive integer \( m \) such that \((\mathbb{P}_\Delta, \mathcal{O}(1)) \cong (\mathbb{P}(Q), \mathcal{O}(m))\)?

3.1. From fans to polytopes and back. Consider the fan \( \Sigma := \text{fan}(v_0, \ldots, v_n) \), generated by \( n + 1 \) integer vectors satisfying the equivalent conditions (2), (3) and (4) in Theorem 2.1. Let \( V = (v_0, \ldots, v_n) = (v_{ij}) \) be the associated matrix. Let \( V^0 \) be the \( n \times n \) sub-matrix of \( V \) obtained by delating the first column: then \( V^0 = (v_1, \ldots, v_n) = (v_{ik}) \) with \( 1 \leq i \leq n \) and \( 1 \leq k \leq n \).

**Definition 3.1.** Let \( V \in \text{Mat}(n, n+1; \mathbb{Z}) \) be a matrix whose maximal minors do not vanish i.e., in the same notation given above, \( V_l \neq 0 \) for every \( 0 \leq l \leq n \). Consider the vector of absolute values of maximal minors \( Q = (|V_0|, \ldots, |V_n|) \). Recalling 1.3, the \((0, Q)\)-weighted transverse matrix of \( V \) (or simply weighted transverse) is defined to be the following \( n \times n \) rational matrix

\[
(V^0)_Q := (V^0)^* \cdot (\delta I_Q^0)
\]

where \( I_Q^0 := \text{diag}(1/|V_1|, \ldots, 1/|V_n|) \) and \( \delta := \text{lcm}(|V_0|, \ldots, |V_n|) \).

**Remark 3.2.** If \( V \in \mathbb{Q}_n \), then the following Theorem 3.3 implicitly shows that the weighted transverse matrix \((V^0)_Q\) is a \( n \times n \) integral matrix. In particular this fact will also be explicitly proved in Proposition 3.14.

The minimal (very) ample line bundle of the wps \( \mathbb{P}(Q) = X(\Sigma) \) is given by \( \mathcal{O}_{\mathbb{P}(Q)}(1) \) defined in (32). If \( D_j \) is the toric stable divisor associated with \( v_j \in \Sigma(1) \) then \((\delta'/q'_j)D_j \) is an ample divisor in the linear system \(|\mathcal{O}_{\mathbb{P}(Q)}(1)|\), where as usual
\( Q' = (q_0', \ldots, q_n') \) is the reduced weights vector of \( Q \) and \( \delta' = \text{lcm}(Q') \). Set \( \Delta_j \) be the integral polytope associated with the divisor \( H = (\delta'/q_j')D_j \), like in (4). One can easily check that \( \Delta_j \) is the convex hull \( \text{Conv}(\{0, w_1, \ldots, w_n\}) \) of the origin with \( n \) points \( w_1, \ldots, w_n \in \mathbb{V}^\vee \): in particular the ampleness of \( (\delta'/q_j')D_j \) implies that \( \{w_1, \ldots, w_n\} \) is a set of \( n \) distinct, integral, non-zero vectors ([16] Corollary 2.14).

Let \( \mathfrak{P}_n \) be the set of integral polytopes in \( \mathbb{V}^\vee \) obtained as the convex hull of the origin with \( n \) distinct, integral, non-zero vectors. Then we have established maps

\[
\forall 0 \leq j \leq n, \quad \Delta^j_Q : \mathfrak{F}(Q) \rightarrow \mathfrak{P}_n \quad \Sigma \mapsto \Delta^j_Q(\Sigma) := \Delta_j
\]

Let \( W = (w_{ik}) \) be the \( n \times n \) matrix of the components of vectors \( w_1, \ldots, w_n \in \mathbb{V}^\vee \) over the dual basis: namely

\[
\forall k = 1, \ldots, n \quad w_k = \sum_{i=1}^n w_{ik} e_i^\vee
\]

where \( \{e_i^\vee, \ldots, e_n^\vee\} \) is the dual basis of \( \{e_1, \ldots, e_n\} \). Then we get the following representation of the map \( \Delta^0_Q \).

**Theorem 3.3.** Given the fan \( \Sigma := \text{fan}(v_0, \ldots, v_n) \in \mathfrak{F}(Q) \), the image \( \Delta^0_Q(\Sigma) \) defined in (40) is the convex hull \( \text{Conv}(\{0, w_1, \ldots, w_n\}) \) of the origin with the \( n \) distinct, integral, non-zero vectors \( w_1, \ldots, w_n \in \mathbb{V}^\vee \) giving the columns of the \((0, Q)\)-weighted transverse matrix of \( V = (v_0, \ldots, v_n) \), i.e.

\[
W = (V^0)^\vee_Q,
\]

where \( Q = (|V_0|, \ldots, |V_n|) \). Namely the entries of \( W \) are given by

\[
\forall 1 \leq i \leq n, \quad 1 \leq k \leq n \quad w_{ik} = \frac{\delta V^0_{ik}}{q_k V_0}
\]

where \( V^0_{ik} \) is the cofactor of \( v_{ik} \) in \( V^0 \) and \( V_0 = \det(V^0) = \pm q_0 \) (by either (3) or (4) in Theorem 2.1).

**Proof.** Recalling (4), to define \( \Delta^0_Q(\Sigma) = \Delta_0 \) one has to write down the hyperplanes of \( \mathbb{V}^\vee \)

\[
\forall \rho \in \Sigma(1) \quad \langle u, n_{\rho} \rangle = -a_{\rho}, \quad \text{where } n_{\rho} \text{ generates } \rho \cap N,
\]

for the divisor \( H = (\delta'/q_0')D_0 \). Since \( \Sigma(1) = \{\langle v_j \rangle \subset \mathbb{V} \mid j = 0, \ldots, n\} \) the hyperplanes (41) are then given by

\[
\sum_{i=1}^n n_{i0} u_i = -\delta'/q_0'
\]

\[
\forall k = 1, \ldots, n \quad \sum_{i=1}^n n_{ik} u_i = 0
\]

where \( n_j = \sum_{i=1}^n n_{i0} e_i \) generates the 1-dimensional cone \( \langle v_j \rangle \cap N \). In proving the implication (2) \(\Rightarrow\) (1) of Theorem 2.1, it has been observed that \( q_0' n_0 = -\sum_{k=1}^n q_k' n_k \) (condition (2')). Then the first equation in (42) can be rewritten as follows

\[
\sum_{i=1}^n \left( \sum_{k=1}^n q_k' n_{ik} \right) u_i = \delta'.
\]
Let us represent equations in (42) by the following \((n + 1) \times (n + 1)\)-matrix

\[
M = \begin{pmatrix}
\sum_{k=1}^{n} q_k n_{1k} & \cdots & \sum_{k=1}^{n} q_k n_{nk} & \delta' \\
n_{11} & \cdots & n_{n1} & 0 \\
\vdots & \ddots & \vdots & \vdots \\
n_{1n} & \cdots & n_{nn} & 0
\end{pmatrix}.
\]

For \(j = 0, 1, \ldots, n\), the vertex \(w_j\) of \(\Delta_{Q}^{0}(\Sigma)\) is then given by the (unique, for (3) in Theorem 2.1 and recalling that \(v_{ij} = d_{ij}/n_{ij}\)) solution of the linear system associated with the matrix \(M^{j+1}\), obtained delating the \((j + 1)\)-th row in \(M\). Clearly \(w_0 = 0\). For \(j = k = 1, \ldots, n\) we get

\[
w_{ik} = \frac{M_{k+1,i}}{M_{k+1,n+1}}
\]

where \(M_{a,b}\) is the \((a,b)\)-cofactor in \(M\). Observe that \(M_{k+1,n+1} = (-1)^{k-1} q_k V_0^0/a_0\) and \(M_{k+1,i} = (-1)^{k+1} \delta' d_k V_{ik}^0/a_0\). Then

\[
w_{ik} = \delta' d_k V_{ik}^0/\delta q_k = \delta' a_k a_\delta v_{ik}^* = \frac{\delta}{q_k} v_{ik}^* \frac{q_k}{\delta'}
\]

where \(v_{ik}^* = V_{ik}^0/V_0\) is the \((i,k)\)-entry of \(V_{0}^{0*} := ((V_{0}^{0})^{-1})^T\). The last equality on the right is obtained by recalling Proposition 1.16(5) and Proposition 1.17. \(\square\)

Remark 3.4. Clearly same conclusions as in Theorem 3.3 can be obtained by exchanging 0 with any other value \(j\) such that \(0 \leq j \leq n\).

Remark 3.5. Let \(Q\) be a weights vector whose reduction is given by \(Q'\). Consider \(\Sigma = \text{fan}(v_0, \ldots, v_n) \in \mathfrak{F}(Q)\) and, for any \(0 \leq j \leq n\), consider the generator \(n_j\) of the semigroup \(\langle v_j \rangle \cap N\), where \(N\) is the lattice generated by \(v_0, \ldots, v_n\). Then Lemma 1.21(c) and Theorem 2.1 ensure that \(\Sigma' := \text{fan}(n_0, \ldots, n_n) \in \mathfrak{F}(Q')\). Then the previous Theorem 3.3 gives that

\[
\Delta_{Q}^{0}(\Sigma) = \Delta_{Q'}^{0}(\Sigma')
\]

since, recalling once again Propositions 1.16 and 1.17,

\[
w_{ik} = (\delta/q_k)(V_{0}^{0}/V_0) = (\delta'/a_k a_\delta)(N_{ik}^0/dk N_0) = (\delta'/q_k)(N_{ik}^{0*}/N_0)
\]

(here \(N\) denotes the matrix \(N = (n_0, \ldots, n_n)\)).

Example 3.6. Let us still consider the Example 2.10 to apply the weighted transversal and Theorem 3.3 for producing by hand a polytope of a given wps \(\mathbb{P}(Q)\) with the minimal polarization.

Recall that \(Q = (2, 3, 4, 15, 25)\) and the matrix fan obtained in the Example 2.10 is

\[
V = \begin{pmatrix}
-14 & 1 & 0 & 0 & 1 \\
-2 & 0 & 1 & 0 & 0 \\
-20 & 0 & 0 & 1 & 1 \\
-25 & 0 & 0 & 0 & 2
\end{pmatrix}
\]

\[
\Rightarrow (V_{0}^{0})^* = \frac{1}{2} \begin{pmatrix}
2 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
0 & 0 & 2 & 0 \\
-1 & 0 & -1 & 1
\end{pmatrix}.
\]

Since \(\delta = \text{lcm}(2, 3, 4, 15, 25) = 300\), we get

\[
W = (V_{0}^{0})_Q = (V_{0}^{0})^* \cdot \delta I_Q = 150 \begin{pmatrix}
2 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
0 & 0 & 2 & 0 \\
-1 & 0 & -1 & 1
\end{pmatrix}.
\]

\[
\Rightarrow \begin{pmatrix}
1/3 & 0 & 0 & 0 \\
0 & 1/4 & 0 & 0 \\
0 & 0 & 1/15 & 0 \\
0 & 0 & 0 & 1/25
\end{pmatrix}
\]
giving $W = \begin{pmatrix} 100 & 0 & 0 & 0 \\ 0 & 75 & 0 & 0 \\ 0 & 0 & 20 & 0 \\ -50 & 0 & -10 & 6 \end{pmatrix}$. Then the polytope we are looking for is

$$\Delta = \text{Conv} \left( \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 100 \\ 0 \\ 0 \\ -50 \end{pmatrix}, \begin{pmatrix} 0 \\ 75 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 20 \\ -10 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 6 \end{pmatrix} \right).$$

More precisely $(\mathbb{P}_\Delta, O(1)) \cong (\mathbb{P}(Q), \delta/q_0 D_0) = (\mathbb{P}^4(2, 3, 4, 15, 25), 150 D_0)$.

Recalling Algorithm 2.6, what has been observed in the previous Example 3.6 can be resumed by the following

**Algorithm 3.7** (Producing a polytope of $\mathbb{P}(Q)$ with a minimal polarization). See 0.c.3 in [19, 20] for a Maple implementation.

- **Input:** the weights vector $Q = (q_0, \ldots, q_n)$.
- **Apply** Algorithm 2.6 above in order to compute a fan $F := (v_0, \ldots, v_n)$ associated with $Q$;
- **Put** $V^0 := \text{Mat}(v_1, \ldots, v_n)$ and compute the weighted transverse $W := (V^0)^* Q$ (Definition 3.1).
- **Define** $\mathcal{P}$ to be the set of points in $\mathbb{R}^n$ consisting of the origin and the columns of $W$.
- **Output** $\mathcal{P}$.

**Definition 3.8** ($P$–admissible matrices). A square matrix $W \in \text{Mat}(n, \mathbb{Z})$ is called $P$–admissible if there exist an $F$-admissible matrix $V \in \mathcal{Q}_n$ such that $W$ is the weighted transverse matrix of $V$, which is

$$W = (V^0)^*_Q \quad \text{with} \quad Q = (|V_0|, \ldots, |V_n|).$$

In other terms $W = (w_1, \ldots, w_n)$ is admissible if and only if the polytope

$$\text{Conv}(0, w_1, \ldots, w_n)$$

belongs to the image of a map $\Delta^0_{Q_2}$, as defined in (40). In this case we say that $Q, W, V$ are associated to each other.

Let us denote $\mathfrak{M}_n \subset \text{GL}(n, \mathbb{Q}) \cap \text{Mat}(n, \mathbb{Z})$ the subset of $P$–admissible matrices; notice that any such matrix has integer entries by either Theorem 3.3 or the following Proposition 3.14.

**Remark 3.9.** Remark 3.5 guarantees that weights vectors $Q_1$ and $Q_2$ admitting the same reduction $Q'$ are associated with the same $P$–admissible matrix $W$, which is the $P$–admissible matrix associated with the reduced weights vector $Q'$. What is not a priori clear is, viceversa, guaranteeing that there exists a unique reduced weights vector $Q'$ to which $W$ is associated. This fact will follow by Proposition 3.11(c).

**Definition 3.10.** Consider a matrix $W \in \text{GL}(n, \mathbb{Q}) \cap \text{Mat}(n, \mathbb{Z})$. Recall that the *adjoint matrix* of $W$ is defined by setting $\text{Adj}(W) := \text{det}(W) W^{-1}$. Let $s_i$ be the gcd of entries in the $i$-th row of $\text{Adj}(W)$. Then let us then define the what of $W$ as
follows

\[ \hat{W} := \frac{|\det(W)|}{\det(W)} \text{diag} \left( \frac{1}{s_1}, \ldots, \frac{1}{s_n} \right) \cdot \text{Adj}(W) \]

\[ = \text{diag} \left( \frac{|\det(W)|}{s_1}, \ldots, \frac{|\det(W)|}{s_n} \right) \cdot W^{-1} \]

Notice that if \( V \) is a square matrix in \( \text{Mat}(n, \mathbb{Z}) \) such that \( V \cdot W \) is a diagonal matrix with positive entries then

\[ (43) \quad V = \text{diag}(r_1, \ldots, r_n) \cdot \hat{W} \]

for some \( r_1, \ldots, r_n \in \mathbb{N} \).

**Proposition 3.11.** Let \( W \) be a \( P \)-admissible matrix and let \( Q = (q_0, \ldots, q_n) \) be a reduced weights vector associated to \( W \). Then

\( a \) \( \left( \hat{W}^T \right)^*_Q = W; \)

\( b \) if \( s := \gcd(s_1, \ldots, s_n) \) is the greatest common divisor of the terms in \( \text{Adj}(W) \) then

\[ q_0 = |\det(\hat{W})|, \quad \forall 1 \leq i \leq n \quad q_i = \frac{s_i}{s}, \quad \text{lcm}(Q) = \frac{|\det(W)|}{s} \]

\( c \) if \( Q_1 \) and \( Q_2 \) are reduced weights vectors associated with the same \( P \)-admissible matrix \( W \), then \( Q_1 = Q_2; \)

\( d \) there exists a unique \( F \)-admissible matrix \( V \) associated with \( W \) and \( Q \) i.e. such that \( W = (V^0)^*_Q \) with \( Q = (|V_0|, \ldots, |V_n|) \).

**Proof.** (a). \( W \) is a \( P \)-admissible matrix. Then there exists a \( F \)-admissible matrix \( V \) such that \( W = (V^0)^T W = (V^0)^{-1} \delta I_Q \) and \( Q = (|V_0|, \ldots, |V_n|) \), meaning that \( (V^0)^T W \) is diagonal with positive entries. Recalling \( (43) \) we get that \( (V^0)^T = \text{diag}(r_1, \ldots, r_n) \cdot \hat{W} \) for some \( r_1, \ldots, r_n \in \mathbb{N} \). But \( Q \) is reduced, which implies that the columns of \( V^0 \) have coprime entries. Therefore \( r_1 = \cdots = r_n = 1 \) and \( (V^0)^T = \hat{W} \). (a) follows immediately.

(b) On the one hand \( \hat{W} \cdot W = \text{diag} \left( \frac{|\det(W)|}{s_1}, \ldots, \frac{|\det(W)|}{s_n} \right) \). On the other hand, by (a), \( \hat{W} = (V^0)^T \) and \( \hat{W} \cdot W = \text{diag} \left( \frac{\delta}{q_1}, \ldots, \frac{\delta}{q_n} \right) \), where \( \delta := \text{lcm}(Q) \). Therefore

\[ (44) \quad \forall 1 \leq i \leq n \quad \frac{\delta}{q_i} = \frac{|\det(W)|}{s_i}. \]

Observe now that

\[ \text{lcm} \left( \frac{\delta}{q_1}, \ldots, \frac{\delta}{q_n} \right) = \frac{\delta}{\gcd(q_1, \ldots, q_n)} = \delta \]

\[ \text{lcm} \left( \frac{|\det(W)|}{s_1}, \ldots, \frac{|\det(W)|}{s_n} \right) = \frac{|\det(W)|}{s} \]

Then \( (44) \) gives that \( \delta = |\det(W)|/s \) and, for any \( 1 \leq i \leq n \), \( q_i = s_i/s \). Finally (a) gives that \( q_0 = |V_0| = |\det(\hat{W})| \).

(c) follows immediately by the previous point (b).
(d). If there exist two $F$–admissible matrix $U,V$ such that they are both associated with $W$ and $Q$, then

$$(v_1,\ldots,v_n) = V^0 = U^0 = (u_1,\ldots,u_n) \Rightarrow v_0 = -\frac{1}{q_0} \sum_{i=1}^{n} q_i v_i = -\frac{1}{q_0} \sum_{i=1}^{n} q_i u_i = u_0$$

implying that $V = U$.

□

Remark 3.12. In a sense the previous Proposition 3.11 states that, when restricted to wps fans associated with reduced weights vector, the weighted transversion process giving a polytope starting from a fan, can be inverted by considering the transposed what of the polytope matrix. Namely if $W$ is a polytope matrix of $(\mathbb{P}(Q),\mathcal{O}(1))$, with $Q$ reduced, then $V := \left( \begin{array}{c} v_0 \\ \widehat{W}^T \end{array} \right)$ is a fan matrix of $\mathbb{P}(Q)$ when $v_0$ is defined by setting $v_0 = -(\sum_{i=1}^{n} q_i v_i)/q_0$, where $(v_1,\ldots,v_n) = \widehat{W}^T$. At this purpose see also the following Propositions 3.18 and 3.21. The following Proposition 3.13 ensures that $V$ is a well defined matrix with integer entries if and only if $W$ is a polytope matrix of $(\mathbb{P}(Q),\mathcal{O}(1))$, for some reduced weights vector $Q$. This correspondence between fans and polytopes of a wps gives rise to easy and fast procedures, relating each other the toric data of this particular complete toric variety, which has been implemented in [19, 20], §0.c and §2.4. As far as we know this is the first attempt of a computational relation between fans and polytopes of toric varieties.

Proposition 3.13. Let $W = (w_{ij})$ be a $n \times n$ matrix such that $\gcd(w_{ij}) = 1$. Let $s$ be the greatest common divisor of the entries in $\text{Adj}(W)$ and $v$ be the sum of the rows of $\text{Adj}(W)$. Define $q_0 = |\det(\widehat{W})|$, $\delta = |\frac{\det W}{s}|$. The following statements are equivalent:

(a) $W$ is $P$–admissible;
(b) the vector $v$ is divisible by $q_0 s$;
(c) $q_0$ divides $\delta$ and the vector $\frac{\delta}{q_0}(1,\ldots,1)$ is in the lattice generated by the rows of $W$.

Proof. (a) $\Rightarrow$(b): If $W$ is $P$–admissible then there exist a unique reduced weights vector $Q$ and a unique $F$–admissible matrix $V$, associated with $W$ like in Definition 3.8. By Proposition 3.11, $\widehat{W} = (V^0)^T$ and $Q = (q_0,\ldots,q_n)$ with $q_i = s_i/s$, for $i = 1,\ldots,n$. Let $v_i$ be the $i$-th row of $\widehat{W}$; then $\sum_{i=1}^{n} q_i v_i$ is divisible by $q_0$ since $\widehat{W}^T = V^0$ is $F$–admissible, meaning that its columns satisfy the relation $\sum_{i=1}^{n} q_i v_i = -q_0 v_0$. Then $\sum_{i=1}^{n} s_i v_i$ is divisible by $q_0 s$ and $s_i v_i$ is the $i$-th row of $\text{Adj}(W)$. For $1 \leq i \leq n$, let $v_i$ be the $i$-th row of $\widehat{W}$ and $q_i = s_i/s$ be defined as in Proposition 3.11(b); then $\sum_{i=1}^{n} q_i v_i$ is divisible by $q_0$. Put $v_0 = -\frac{1}{q_0} \sum_{i=1}^{n} q_i v_i$. Then the matrix

$$V := \left( \begin{array}{c} v_0 \\ \widehat{W}^T \end{array} \right) = (v_0,v_1,\ldots,v_n)$$

turns out to be $F$–admissible with respect to $Q$ by Theorem 2.1(4). Then $W = (V^0)^T_Q$ is $P$–admissible.

(b) $\Leftrightarrow$(c): the sum of the rows of $\text{Adj}(W)$ is the row vector $(1,\ldots,1) \cdot \text{Adj}(W) = (1,\ldots,1) \cdot \text{det}(W) W^{-1}$. Thus it is divisible by $q_0 s$ if and only if there exists $(x_1,\ldots,x_n) \in \mathbb{Z}^n$ such that $(x_1,\ldots,x_n) \cdot W = \frac{\delta}{q_0}(1,\ldots,1)$, that is if and only if (c) holds. □
Proposition 3.14. If $V = (v_0, v_1, \ldots, v_n)$ is a fan matrix of $\mathbb{P}(Q)$, with $Q = (q_0, \ldots, q_n)$, then the weighted transverse $(V^0)^r_q$ has integral entries.

Proof. Set $W = \text{Adj}(V^0)$ and let $w_i$ be the $i$-th row of $W$, for $i = 1, \ldots, n$. Observe that Definition 3.10 and Theorem 2.1 give

$$\begin{align*}
|w_i \cdot v_i| &= q_0 \\
|w_i \cdot v_k| &= 0 \text{ for } 1 \leq k \leq n \text{ and } k \neq i \\
|w_i \cdot v_0| &= q_i.
\end{align*}$$

Therefore $\frac{\delta_{q_0q_i}}{q_0q_i} w_i, \ldots, w_j \in \mathbb{Z}$ for any $0 \leq j \leq n$. This means that

$$\forall \ 1 \leq i \leq n \ \frac{\delta_{q_0q_i}}{q_0q_i} w_i \in \mathbb{Z}$$

since $\mathcal{L}(v_0, \ldots, v_n) = \mathbb{Z}^n$. The proof ends up by transposing $W$. □

3.2. Characterizing the polytope of a polarized wps. The previous Proposition 3.13 gives an answer to questions (A) and (B) opening the present section. In fact, let us first of all observe that, given an integral polytope $\Delta$, up to an integral translation, we can assume the origin $0$ to be a vertex of $\Delta$ and write $\Delta = \text{Conv}(0, w_1, \ldots, w_n)$, for a suitable subset $\{w_1, \ldots, w_r\} \subset M$. Let $W := (w_1, \ldots, w_r)$ be the associated polytope matrix. Then the following result is a consequence of Propositions 3.11 and 3.13 answering question (A):

Theorem 3.15. Let $\Delta = \text{Conv}(0, w_1, \ldots, w_n) \subset \mathbb{R}^r$ be a $n$-dimensional integral polytope and $Q = (q_0, \ldots, q_n)$ be a weights vector. Set $m := \gcd(w_{ij})$ and define $W' := \frac{1}{m}W$. Then the following facts are equivalent:

1. $(\mathbb{P}_\Delta, \mathcal{O}(1)) \cong (\mathbb{P}(Q), \mathcal{O}(m))$.
2. $r = n$ and $W'$ is a $P$-admissible matrix associated with $Q$.
3. $r = n$ and $\tilde{W}', W' = \delta' I_{Q'}$, where $Q'$ is the reduced weights vector of $Q$ and $\delta' := \text{lcm}(Q')$.

Proof. (1)$\Rightarrow$(2): There exists a divisor $D$ of $\mathbb{P}(Q)$, belonging to the linear system $|\mathcal{O}(m)|$, such that $\Delta = \Delta_D$. Moreover there exists a divisor $D' \in |\mathcal{O}(1)|$ such that $D = mD'$ and in particular $\Delta = \Delta_D = m\Delta_{D'}$. This means that $r = n$ since $D'$ is ample, $\Delta_{D'} = \text{Conv}(0, w'_1, \ldots, w'_n)$ and $W' := (w'_1, \ldots, w'_n) = \frac{1}{m}W$ is a $P$-admissible matrix associated with $Q$.

(2)$\Rightarrow$(3): By Propositions 3.11 and 3.13, the matrix

$$V := \left( \begin{array}{c} v_0 \\ \tilde{W}'^T \end{array} \right) = (v_0, v_1, \ldots, v_n)$$

where $v_0 = -\left(\sum_{i=1}^n q'_i v_i\right)/q'_0$, is a $F$-admissible matrix with respect to the reduction $Q'$ of $Q$, meaning that

$$W' = \left(\tilde{W}'^T\right)^*_{Q'} = (\tilde{W}')^{-1}(\delta'I_{Q'}).$$

(3)$\Rightarrow$(1): Since $\tilde{W}'^*W' = \delta'I_{Q'}$, the matrix $V$ defined in (45) is $F$-admissible with respect to $Q$. Then $W'$ is the polytope matrix of $\Delta_{D'}$ for some divisor $D' \in \mathcal{O}(1)$ of $\mathbb{P}(Q') \cong \mathbb{P}(Q)$. Moreover $W = mW'$ is the polytope matrix of $\Delta := \Delta_{mD'}$ giving (1).

On the other hand the following further consequence of Propositions 3.11 and 3.13 answers question (B):
Theorem 3.16. Let $\Delta = \operatorname{Conv}(0, w_1, \ldots, w_r) \subset \mathcal{V}'$ be a $n$-dimensional integral polytope and $W = (w_1, \ldots, w_r)$ be the associated polytope matrix. Set $m := \gcd(w_{ij})$ and define $W' := \frac{1}{m} W$. Then the following facts are equivalent:

1. there exists a weights vector $Q = (q_0, \ldots, q_n)$ such that $(\mathcal{P}_\Delta, \mathcal{O}(1)) \cong (\mathcal{P}(Q), \mathcal{O}(m))$.
2. $r = n$ and, by defining $v, q_0$ and $\delta$ as in Proposition 3.13 with respect to the normalized matrix $W'$, then $W'$ satisfies one of the equivalent conditions (a), (b), (c) in Proposition 3.13.

Proof. When $r = n$ we are able to compute the adjoint matrix $\operatorname{Adj}(W')$, since $\Delta$ is $n$-dimensional. Define $q_i := s_i/s$ where $s_i$ is the greatest common divisor of entries in the $i$-th row of $\operatorname{Adj}(W')$ and $s$ is the greatest common divisor of entries in $\operatorname{Adj}(W')$: then we get a reduced weights vector $Q = (q_0, q_1, \ldots, q_n)$. The equivalent conditions of Proposition 3.13 mean that $W' = \frac{1}{m} W$ is a $P$-admissible matrix with respect to $Q$. The previous Theorem 3.15 ends up the proof. \hfill $\square$

These results give rise to the following algorithm for recognizing a polarized wps polytope:

**Algorithm 3.17** (Recognizing a polytope of a polarized $\mathcal{P}(Q)$). See §2 in [19, 20] for a Maple implementation.

- Input: a polytope $\mathcal{P} := (P_0, \ldots, P_n)$.
- Construct the matrix $W \in \operatorname{Mat}(n, \mathbb{Z})$ whose $i$-th column is given by coordinates of the point $P_i - P_0$.
- Compute $m := \gcd(W)$ and the normalized matrix $W' := W/m$, like in Theorems 3.15 and 3.16.
- Compute the adjoint matrix $\operatorname{Adj}(W')$ of $W'$.
- Define $s$ and $s_i$, for $i = 1, \ldots, n$, like in Proposition 3.11 and in Definition 3.10, with respect to the normalized matrix $W'$.
- Set $\forall 1 \leq i \leq n$ \quad $q_i := \frac{s_i}{s}$.
- Consider the matrix $\tilde{W}$, as defined in Definition 3.10.
- Set $q_0 := \det(\tilde{W})$.
- For $i = 1, \ldots, n$ let $v_i$ be the $i$-th row of $\tilde{W}$ and define $v_0 = -\frac{1}{q_0} \sum_{i=1}^{n} q_i v_i$.
- If $v_0 \in \mathbb{Z}^n$, then $\mathcal{P}$ is associated to the polarized wps whose weights vector is given by $Q := (q_0, \ldots, q_n)$ and whose polarization is given by $m$; else $\mathcal{P}$ is not associated to a WPS.
- Output: either the weights vector $Q$ and the polarization $m$ or an error message.

3.3. Equivalence of polytopes. Recalling Definition 3.1, let us define the weighted transverse map

$$
(46) \quad \tau : \mathfrak{M}_n \rightarrow \mathfrak{M}_n \quad \tau : V \mapsto (V^0)^*_Q \quad \text{with} \quad Q := (|V_0|, \ldots, |V_n|).
$$

Proposition 3.18. The weighted transverse map $\tau$ is surjective and fibers $\mathfrak{M}_n$ over $\mathfrak{M}_n$ as follows:

$$
\forall W \in \mathfrak{M}_n \quad \tau^{-1}(W) = \{ V \in \mathfrak{M}_n \mid (|V_0|, \ldots, |V_n|) \text{ reduces to } Q = Q(W) \},
$$

where $Q(W) = \left( |\det(W)|, s_1/s, \ldots, s_n/s \right)$. 

Proof. The map $\tau$ is surjective by the Definition 3.8 of $P$-admissible matrix and Remark 3.5.

Recalling that the permutation group $S_{n+1} \subset \text{GL}(n+1,\mathbb{Z})$ acts on $\mathfrak{M}_n$ by right multiplication, giving the quotient (33), we are now going to define a (right) action of $S_{n+1}$ over $\mathfrak{M}_n$ in such a way that the map $\tau$ turns out to be equivariant. Namely, proceed as follows:

- embed $\mathfrak{M}_n$ in $\text{GL}(n+1,\mathbb{Q}) \cap \text{Mat}(n+1,\mathbb{Z})$ by setting

$$W = (w_1, \ldots, w_n) \mapsto \tilde{W} := \begin{pmatrix}
0 & W \\
0 & 1 \\
1 & 1 \\
1 & \cdots \\
1 & 1
\end{pmatrix} = \begin{pmatrix}
0 & w_1 & \cdots & w_n \\
1 & 1 & \cdots & 1
\end{pmatrix},$$

- act now by right multiplication obtaining

$$\sigma (\tilde{W}) := \tilde{W} \cdot A(\sigma) = \begin{pmatrix}
w_{\sigma(0)} & w_{\sigma(1)} & \cdots & w_{\sigma(n)} \\
1 & 1 & \cdots & 1
\end{pmatrix}$$

where $w_0 := 0$ and $A(\sigma) \in \text{GL}(n+1,\mathbb{Z})$ is the matrix associated with the permutation $\sigma \in S_{n+1}$,

- multiply on the left by the affine matrix of $\text{GL}(n+1,\mathbb{Z})$ translating $w_{\sigma(0)}$ in the origin, which is $T(W, \sigma) := \begin{pmatrix}
I_n & -w_{\sigma(0)} \\
0 & 1
\end{pmatrix}$, giving

$$T(W, \sigma) \cdot \tilde{W} \cdot A(\sigma) = \begin{pmatrix}
0 & W' \\
0 & 1 \\
1 & 1 \\
1 & \cdots \\
1 & \cdots \\
1 & 1
\end{pmatrix} = \begin{pmatrix}
0 & w_{\sigma(1)} - w_{\sigma(0)} & \cdots & w_{\sigma(n)} - w_{\sigma(0)} \\
1 & 1 & \cdots & 1
\end{pmatrix},$$

- restrict to consider the submatrix $W' = (w_{\sigma(1)} - w_{\sigma(0)}, \ldots, w_{\sigma(n)} - w_{\sigma(0)})$

and set $W \ast \sigma := W'$.

$W \ast \sigma$ is a $P$-admissible matrix since

$$\text{Conv} \left( (0, w_{\sigma(1)} - w_{\sigma(0)}, \ldots, w_{\sigma(n)} - w_{\sigma(0)}) \right) = \Delta_0^0 (\text{fan}(\mathfrak{v}_{\sigma(0)}, \ldots, \mathfrak{v}_{\sigma(n)})),$$

where $W = \tau(V)$ and $V = (v_0, \ldots, v_n)$. Then it is well defined an action of $S_{n+1}$ over $\mathfrak{M}_n$.

**Proposition 3.19.** The weighted transverse map $\tau$ defined in (46) is equivariant with respect to the left action of $\text{GL}(n,\mathbb{Z})$ and the right action of the permutation group $S_{n+1}$, namely

$$\forall A \in \text{GL}(n,\mathbb{Z}), \forall V \in \mathfrak{M}_n \quad \tau(A \cdot V) = A^* \cdot \tau(V)$$

$$\forall \sigma \in S_{n+1}, \forall V \in \mathfrak{M}_n \quad \tau(\sigma(V)) = \tau(V) \ast \sigma.$$

Proof. For the $\text{GL}(n,\mathbb{Z})$ left action, given $A \in \text{GL}(n,\mathbb{Z})$, one has

$$\tau(A \cdot V) = \tau((A \cdot v_0 | A \cdot V^0)) = (A \cdot V^0)^* \cdot (\delta I_Q) = A^* \cdot (V^0)^* \cdot (\delta I_Q) = A^* \cdot \tau(V),$$

where $Q = (|V_0|, \ldots, |V_n|)$, as usual.
On the other hand, for the $\mathfrak{S}_{n+1}$ right action one has to prove that

\begin{equation}
\forall \sigma \in \mathfrak{S}_{n+1} \quad \tau(V \cdot A(\sigma)) = \tau(V) \ast \sigma ,
\end{equation}

where $A(\sigma) \in \text{GL}(n+1, \mathbb{Z})$ is the unimodular matrix naturally associated with the permutation $\sigma$. We can distinguish two cases: either $\sigma(0) = 0$ or $\sigma(0) = s$ with $1 \leq s \leq n$. In the first case the matrix $A(\sigma)$ assumes the following shape

\begin{equation*}
A(\sigma) = \begin{pmatrix} 1 & 0 \\ 0 & A'(\sigma) \end{pmatrix} \in \mathfrak{S}_{n+1} \subset \text{GL}(n+1, \mathbb{Z}) ,
\end{equation*}

with $A'(\sigma) \in \mathfrak{S}_n \subset \text{GL}(n, \mathbb{Z})$. Then, given $V = (v_0, \ldots, v_n) \in \mathcal{V}_n$, the first term in (47) rewrites as follows

\begin{equation}
\tau(V \cdot A(\sigma)) = \tau \left( (v_0 \mid V^0 \cdot A'(\sigma)) \right) = (V^0 \cdot A'(\sigma))^\ast_{\sigma(Q)} = (V^0)^\ast \cdot (A')^\ast \cdot (\delta I_{\sigma(Q)}) .
\end{equation}

Notice that $A'(\sigma)$ is an orthogonal matrix, giving $(A')^\ast = A'$. Moreover $I_{\sigma(Q)} = A'(\sigma)^T \cdot I_Q \cdot A'(\sigma)$. Then

\begin{equation}
\tau(V \cdot A(\sigma)) = (V^0)^\ast \cdot A' \cdot (A')^T \cdot (\delta I_Q) \cdot A' = \tau(V) \cdot A'(\sigma) = \tau(V) \ast \sigma ,
\end{equation}

where the last equality is obtained by observing that $w_{\sigma(0)} = 0$. In the second case, when $\sigma(0) = s \neq 0$, the first term in (47) rewrites as follows

\begin{equation}
\tau(V \cdot A(\sigma)) = \tau \left( (v_{\sigma(0)}, \ldots, v_{\sigma(n)}) \right) = (v_{\sigma(1)}, \ldots, v_{\sigma(n)})^\ast_{\sigma(Q)} = (w'_{ik})
\end{equation}

where, recalling Theorem 3.3,

\begin{equation}
w'_{ik} = \frac{\delta V^0_{\sigma(0)}}{q_{\sigma(k)} V_{\sigma(0)}} .
\end{equation}

On the other hand, the second term in (47) is given by

\begin{equation}
\tau(V) \ast \sigma = (w_{\sigma(1)} - w_{\sigma(0)}, \ldots, w_{\sigma(n)} - w_{\sigma(0)}) = (w''_{ik})
\end{equation}

with

\begin{equation}
w''_{ik} = \frac{\delta V^0_{\sigma(0)}}{q_{\sigma(k)} V_0} - \frac{\delta V^0_{i,\sigma(0)}}{q_{\sigma(0)} V_0} .
\end{equation}

Therefore (47) reduces to prove the following Lemma 3.20.

\begin{lemma}
Consider $V = (v_0, \ldots, v_n) \in \mathcal{V}_n$ and $\sigma \in \mathfrak{S}_{n+1}$. If $Q = (q_0, \ldots, q_n)$ and $\sigma(Q) = (q_{\sigma(0)}, \ldots, q_{\sigma(n)})$ then

\begin{equation}
\forall 1 \leq i \leq n \quad \forall 1 \leq k \leq n \quad q_0 V^0_{i,\sigma(k)} = (-1)^{\sigma(0)} \left( q_{\sigma(0)} V^0_{i,\sigma(k)} - q_{\sigma(k)} V^0_{i,\sigma(0)} \right) ,
\end{equation}

assuming $V^0_{i,\sigma(k)} = 0$ when $\sigma(k) = 0$ and $V^0_{i,\sigma(0)} = 0$ when $\sigma(0) = 0$.

Observe that equations (48) are equivalent to the right equivariance (44).

\begin{proof}
Let us first of all observe that if $\sigma(0) = 0$ then (48) is an identity. Then we can assume $\sigma(0) \neq 0$ giving $\sigma$ as a product of transpositions of type $(0, h)$. Then we can reduce to prove (48) just for a transposition $\sigma = (0, h)$. Actually we can further assume $h = 1$ by applying the transposition $(h, 1)$, for which the equivariance (47) has been already proven. Notice that if $\sigma(k) = 0$ then (48) reduces to the following

\begin{equation}
\forall 1 \leq i \leq n \quad V^0_{i,\sigma(0)} = (-1)^{\sigma(0)} - 1 V^0_{i,\sigma(0)} ,
\end{equation}

\end{proof}

which can be easily verified. Then we can assume \( \sigma(k) \neq 0 \) which is \( 2 \leq k \leq n \). A further simplifying step is transforming the matrix \( V \) to the associated \( Q \)-canonical fan matrix, by reducing \( V^0 \) in HNF. Namely there exists a unique matrix \( H^0 \in \text{Mat}(n, \mathbb{Z}) \) in HNF and such that \( V^0 = U \cdot H^0 \), for some \( U \in \text{GL}(n, \mathbb{Z}) \), by Theorem 1.8; then \( H := U^{-1} \cdot V \) is the \( Q \)-canonical fan matrix of \( \mathbb{P}(Q) \), by Proposition 2.8(4). Then

\[
\tau(V \cdot A(\sigma)) = \tau(U \cdot H \cdot A(\sigma)) = U^* \cdot \tau(H \cdot A(\sigma))
\]

by the already proven left equivariance of \( \tau \). Assume that the statement holds for the \( Q \)-canonical matrix \( H \), then we are able to write

\[
\tau(V \cdot A(\sigma)) = U^* \cdot \tau(H \cdot A(\sigma)) = U^* \cdot \tau(H) \cdot \sigma = \tau(V) \cdot \sigma
\]

ending up the proof. Therefore we have simply to prove that

\[
(49) \quad \forall 1 \leq i \leq n , \quad \forall 2 \leq k \leq n , \quad q_0 H_{1,k}^1 + q_1 H_{0,k}^0 - q_k H_{1,1}^0 = 0 .
\]

Let us first of all consider the case \( i = 1 \). Recall that

\[
H^0 = \begin{bmatrix}
k_2 & v_{1,2} & \cdots & \cdots & v_{1,n} \\
0 & k_3/k_2 & \cdots & \cdots & v_{2,n} \\
\vdots & 0 & \ddots & \vdots & \vdots \\
\vdots & \vdots & k_n/k_{n-1} & v_{n-1,n} & \\
0 & 0 & \cdots & 0 & q_0/k_n
\end{bmatrix}
\]

\[
H^1 = \begin{bmatrix}
v_{1,0} & v_{1,2} & \cdots & \cdots & v_{1,n} \\
v_{2,0} & k_3/k_2 & \cdots & \cdots & v_{2,n} \\
\vdots & 0 & \ddots & \vdots & \vdots \\
\vdots & \vdots & k_n/k_{n-1} & v_{n-1,n} & \\
v_{n,0} & 0 & \cdots & 0 & q_0/k_n
\end{bmatrix}
\]

By Proposition 2.11 we get

\[
H_{1,k}^1 = \frac{(-1)^{1+k}}{k_2} \hat{H}_k = \frac{q_k}{k_2} ,
\]

while clearly

\[
H_{0,k}^0 = 0 , \quad H_{1,1}^0 = \frac{q_0}{k_2} .
\]

Therefore

\[
(50) \quad \forall 2 \leq k \leq n , \quad q_0 H_{1,k}^1 + q_1 H_{1,k}^0 - q_k H_{1,1}^0 = \frac{q_0 q_k}{k_2} - \frac{q_k q_0}{k_2} = 0 .
\]

Finally, for \( 2 \leq i \leq n \), observe that equations (50) are linear, hence invariant by left multiplication of elements of \( \text{GL}(n, \mathbb{Z}) \). Since the first and the \( i \)-th row can be exchanged each other by left multiplication of a suitable matrix \( B(1,i) \in \mathcal{S}_n \subset \text{GL}(n, \mathbb{Z}) \), equations (49) follows immediately by equations (50).

\[ \square \]

Passing to the quotient by the right action of \( \mathcal{S}_{n+1} \) and recalling (33), the right equivariance of the weighted transverse map \( \tau \) gives rise to the following
commutative diagram

\[
\begin{array}{ccccccccc}
\mathcal{F}_n & \xrightarrow{\tau} & \mathcal{M}_n \\
\downarrow & & \downarrow \\
\mathcal{G}_n & \xrightarrow{\Delta} & \mathcal{M}_n / \mathcal{G}_{n+1}
\end{array}
\]

where \( \varphi \) and \( \psi \) are the obvious quotient maps.

Let us say a few words about the induced map \( \Delta \). Choose a particular fan \( \Sigma \in \mathcal{G}(Q) \subset \mathcal{G}_n \) and recall maps \( \Delta^j_Q \) defined in (40). The quotient map \( \psi \) can be factorized by the action of the subgroup \( \mathcal{G}^0 = \{ \sigma \in \mathcal{G}_{n+1} \mid \sigma(0) = 0 \} \), giving

\[
\mathcal{M}_n \xrightarrow{\psi} \mathcal{M}_n / \mathcal{G}^0 \xrightarrow{\psi'} \mathcal{M}_n / \mathcal{G}_{n+1} \xrightarrow{\psi''} \mathcal{M}_n / \mathcal{G}_n
\]

Images \( \text{Im}(\Delta^j_Q) \), \( j = 0, \ldots, n \), can be embedded as subsets of the quotient \( \mathcal{M}_n / \mathcal{G}^0 \) by observing that an element \( w \in \mathcal{M}_n / \mathcal{G}^0 \) is given by the set of columns of any \( P \)-admissible matrix in \( \psi^{-1}(w) \) and setting

\[
\text{Conv}(0, w_1, \ldots, w_n) \in \text{Im}(\Delta^j_Q) \longrightarrow w = \{ w_1, \ldots, w_n \} \in \mathcal{M}_n / \mathcal{G}^0.
\]

For any \( 0 \leq j \leq n \), we get then the following commutative diagram

\[
\begin{array}{ccccccccc}
\mathcal{M}_n & \xrightarrow{\tau} & \mathcal{M}_n \\
\downarrow & & \downarrow \\
\mathcal{F}_n & \xrightarrow{\Delta} & \mathcal{M}_n / \mathcal{G}_{n+1}
\end{array}
\]

where \( \psi'' \big|_{\Delta^j_Q} \) turns out to be injective since its inverse corresponds to choose one of the \( n + 1 \) possible representatives politopes of the class \( \Delta(\Sigma) \in \mathcal{M}_n / \mathcal{G}_{n+1} \).

**Proposition 3.21.** In the previous diagram (51) the restricted maps \( \tau|_{\mathcal{G}_n^{\text{red}}} \) and \( \Delta|_{\mathcal{G}_n^{\text{red}}} \) are injective. Then, recalling Proposition 2.7, the following sets are bijectively equivalent

\[
\text{(52)} \quad \{ \text{wps's} \} / \text{iso} \longleftrightarrow \{ Q \in (\mathbb{N} \setminus \{0\})^{n+1} \mid Q \text{ is reduced} \} / \mathcal{G}_{n+1} \longleftrightarrow \text{GL}(n, \mathbb{Z}) \setminus \mathcal{G}_n^{\text{red}} / \mathcal{G}_{n+1} \longleftrightarrow \text{GL}(n, \mathbb{Z}) \setminus \mathcal{G}_n^{\text{red}} / \mathcal{G}_{n+1}.
\]

**Proof:** Both \( \tau|_{\mathcal{G}_n^{\text{red}}} \) and \( \Delta|_{\mathcal{G}_n^{\text{red}}} \) are injective due to the fibres structure of \( \tau \), by Proposition 3.18, and passing to the quotient. Since those maps are also surjective, (52) follows. \( \square \)
4. Computing cohomology

This final section does not pretend to introduce any original content: the cohomology of a weighted projective space and of a line bundle on it, is quite well known! Anyway, by completeness, we’d like to recall some useful facts to reconstruct a (combinatorial) toric proof of formulas obtained by I. Dolgachev in [10] §2.3.

4.1. Homology and cohomology with rational coefficients. For completeness let us recall the following well known result.

**Theorem 4.1** ([12] §4.5 and §5.2, [8] Prop. 12.11, [16] Thm. 3.11). Let \(X = X(\Sigma)\) be a \(n\)-dimensional toric variety associated with a simplicial and complete fan \(\Sigma\) and set \(h_i := \dim_\mathbb{Q}(H^i(X, \mathbb{Q}))\). Then

\[
h_{2k} = \sum_{i=k}^{n} (-1)^{i-k} \binom{i}{k} d_{n-i}
\]

\[
h_{2k+1} = 0
\]

where \(d_j\) is the number of \(j\)-dimensional cones in \(\Sigma\). Moreover Poincaré Duality holds giving that \(H^k(X, \mathbb{Q})\) is dual to \(H_{n-k}(X, \mathbb{Q})\) and \(h_i = h_{2n-i}\) for all \(0 \leq i \leq n\).

In the case \(X\) is a wps we are now in a position to compute all the homology and cohomology with rational coefficients.

**Corollary 4.2.** Let \(\mathbb{P}(Q)\) be a \(n\)-dimensional wps. Then

\[
\forall 0 \leq k \leq n \quad h_{2k}(\mathbb{P}(Q)) = 1, \quad h_{2k+1}(\mathbb{P}(Q)) = 0.
\]

**Proof.** If \(X = \mathbb{P}(Q)\) then \(d_{n-i} = \binom{n+1}{n-i}\) and Theorem 4.1 gives

\[
h_{2k} = \sum_{i=k}^{n} (-1)^{i-k} \binom{i}{k} \binom{n+1}{n-i}.
\]

Notice that for \(k = n\) (53) implies that \(h_{2n} = 1\). Then the proof ends up by observing that for all \(1 \leq k \leq n\)

\[
h_{2(k-1)} - h_{2k} = \binom{n+1}{n+1-k} + \sum_{i=k}^{n} (-1)^{i-k} \binom{i+1}{k} \binom{n+1}{n-i} = \frac{(n+1)!}{k!(n+1-k)!} \left( 1 + \sum_{i=k}^{n} \frac{(-1)^{i-k} (n+1-k)!}{(i-k+1)! (n-i)!} \right) = \frac{(n+1)!}{k!(n+1-k)!} \left( 1 + \sum_{j=1}^{n+1-k} \frac{(-1)^j (n+1-k)!}{j!(n+1-k-j)!} \right) = \frac{(n+1)!}{k!(n+1-k)!} \left( 1 - 1 \right)^{n+1-k} = 0.
\]

\[\square\]

4.2. Serre–Grothendieck duality. Recall that a \(n\)-dimensional toric variety \(X\) is Cohen–Macaulay, meaning that it admits a dualizing sheaf \(\omega_X\) (see [16] §3.2, [13] Thm.III.7.6). In particular if \(i : U \hookrightarrow X\) is the open embedding of the nonsingular locus \(U\) of \(X\) and consider the Zariski sheaf of germs of \(p\)-forms \(\Omega^p_X := i_*\Omega^p_U\), then it is a coherent \(\mathcal{O}_X\)-module giving, for \(p = n\), the dualizing sheaf i.e. \(\omega_X \cong \Omega_X^n\) ([16] Cor. 3.9).
Theorem 4.3 (Serre–Grothendieck’s Duality Theorem ([16] §3.3)). Let \( X = X(\Sigma) \) be a \( n \)-dimensional toric variety associated with a complete and simplicial fan \( \Sigma \). Then the exterior product induces a perfect bilinear pairing
\[
\forall \ p, q \in \mathbb{N} : p + q = n \quad H^q(X, \Omega^n_X) \otimes \mathbb{C} H^{n-q}(X, \Omega^n_X) \to H^n(X, \Omega^n_X) \cong \mathbb{C},
\]
so that \( H^{n-q}(X, \Omega^n_X) \) is canonically the dual \( \mathbb{C} \)-vector space of \( H^q(X, \Omega^n_X) \) i.e.
\[
H^{n-q}(X, \Omega^n_X) \cong H^q(X, \Omega^n_X)^\vee.
\]
Moreover if \( \mathcal{F} \) is a locally free \( \mathcal{O}_X \)-module then
\[
H^{n-q}(X, \mathcal{F}^\vee \otimes \mathcal{O}_X \Omega^n_X) \cong H^q(X, \mathcal{F})^\vee.
\]

When \( X \) is a Gorenstein space then the dualizing sheaf \( \omega_X \) is an invertible sheaf. For an integral scheme this means that there exists a Cartier divisor \( K_X \) on \( X \) such that \( \omega_X \cong \mathcal{O}_X(K_X) \) ([13] Prop.II.6.5). This is called the canonical divisor of \( X \). If \( X = X(\Sigma) \) is a simplicial, complete and Gorenstein toric variety it turns out that
\[
\Omega^n_X \cong \mathcal{O}_X \left( - \sum_{\rho \in \Sigma(1)} D_\rho \right) \quad \text{where} \quad K_X \equiv - \sum_{\rho \in \Sigma(1)} D_\rho \quad \text{is a Cartier divisor},
\]
with the same notation introduced in 1.1.4 (see [16] Cor. 3.3 and the following Remark). Let us finally recall that \( X(\Sigma) \) be a complete toric variety and \( D \) be a Cartier divisor of \( X(\Sigma) \), then \( \Delta_D \) denotes the number of lattice points in the convex polytope \( \Delta_D \).

Proposition 4.4. Let \( Q = (q_0, \ldots, q_n) \) be a reduced weights vector. Then the following facts are equivalent:
1. \( \mathbb{P}(Q) \) is Gorenstein,
2. \( \mathbb{P}(Q) \) is Fano,
3. \( \forall \ 0 \leq j \leq n \quad q_j \mid |Q| \equiv \sum_{j=0}^n q_j \), which is : \( \delta \mid |Q| \).

Proof. By Theorem 1.19,(2) for all \( 0 \leq j \leq n \) the divisor \( \delta/q_j D_j \) is a generator of the Picard group \( \text{Pic}(\mathbb{P}(Q)) \). Then
\[
K_{\mathbb{P}(Q)} \equiv - \frac{|Q|}{\delta} \left( \frac{\delta}{q_j} D_j \right)
\]
is Cartier if and only if \( \delta \mid |Q| \), meaning that \( \omega_{\mathbb{P}(Q)} \cong \mathcal{O}(-|Q|/\delta) \). This is also equivalent to guarantee that \( -K_{\mathbb{P}(Q)} \) is a (very) ample divisor, by Proposition 1.27. \( \square \)

4.3. Cohomology of line bundles. Recall the following well known result

Theorem 4.5 ([8] 6.3 and Cor. 7.3, [16] Thm 2.7, Cor. 2.8 and 2.9, [12] §3.5). Let \( X(\Sigma) \) be a complete toric variety and \( D \) a Cartier divisor of \( X \) such that \( \mathcal{O}_X(D) \) is generated by its global sections. Then
\[
h^q(X, \mathcal{O}_X(D)) = \begin{cases} |M \cap \Delta_D| & \text{for} \quad q = 0 \\ 0 & \text{for} \quad q \neq 0 \end{cases}
\]
where \( |M \cap \Delta_D| \) denotes the number of lattice points in the convex polytope \( \Delta_D \).

If \( X \) is the wps \( \mathbb{P}(Q) \) then a line bundle \( \mathcal{L} \) is generated by its global sections if and only \( \mathcal{L} \cong \mathcal{O}(m) \) with \( m \geq 0 \), by Proposition 1.27. Let \( \Delta \) be the polytope of a generator of \( \text{Pic}(\mathbb{P}(Q)) \), e.g. consider \( \Delta = \Delta_0 := \Delta_{\delta/q_0 D_0} \). Then the previous result and the Serre–Grothendieck duality give immediately the following
Proposition 4.6. For any \( m \geq 0 \)

\[
h^q(P(Q), O(m)) = \begin{cases} 
|M \cap m \Delta| & \text{for } q = 0 \\
0 & \text{for } q \neq 0 
\end{cases}.
\]

Moreover if \( P(Q) \) is Gorenstein then, for any \( m \geq |Q|/\delta \),

\[
h^q(P(Q), O(-m)) = \begin{cases} 
|M \cap \left(m - \frac{|Q|}{\delta}\right) \Delta| & \text{for } q = n \\
0 & \text{for } q \neq n 
\end{cases}.
\]

The previous Proposition do not says anything for line bundles \( O(-m) \) with \( 0 < m < |Q|/\delta \). This gap will be filled up in the next subsection (see Remark 4.11).

4.4. Bott–Tu formulas for \( P(Q) \). The previous Theorem 4.5 admits an extension to sheaves \( \Omega^p_X \otimes O_X L \) up to strengthen the hypothesis on the fan \( \Sigma \) and the line bundle \( L \). Namely the following results hold

Theorem 4.7 ([8] §12, [16] Thm.3.11). Let \( X(\Sigma) \) be a complete and simplicial \( n \)-dimensional toric variety. Then

\[
h^q(X, \Omega^p_X) = \begin{cases} 
\sum_{i=p}^n (-1)^{i-p} \binom{i}{p} d_{n-i} & \text{for } q = p \\
0 & \text{for } q \neq p 
\end{cases},
\]

where \( d_j \) is the number of \( j \)-dimensional cones in \( \Sigma \).

Theorem 4.8 ([8] (7.5.2) and Thm.7.5.2, [16] §3.3). Let \( X(\Sigma) \) be a complete toric variety and \( D \) an ample divisor of \( X \). Then, for all \( 0 \leq p \leq n \),

\[
h^q(X, \Omega^p_X \otimes O_X(D)) = \begin{cases} 
\sum_{u \in M \cap \Delta_D \left( s(u, D) \right)} & \text{for } q = 0 \\
0 & \text{for } q \neq 0 
\end{cases},
\]

where \( s(u, D) \) denotes the dimension of the smallest face of \( \Delta_D \) containing \( u \) and assuming \( \binom{s}{p} = 0 \) for \( s < p \) and \( \binom{n}{0} = 1 \).

Finally we are in a position to state and prove the following Bott–Tu formulas for \( P(Q) \) formulas, giving a convex geometric approach to Dolgachev’s results in [10] §2.3. The advantage of this approach is that of reducing the cohomology computation to an enumeration of lattice points in suitable (faces of) polytopes which is directly implementable.

Theorem 4.9 (Bott-Tu formulas for \( P(Q) \)). Let \( Q = (q_0, \ldots, q_n) \) be a reduced weights vector and define

\[
h^q Q^p(m) := \dim_{\mathbb{C}} H^q \left( P(Q), \Omega^p_{P(Q)} \otimes O_{P(Q)}(m) \right).
\]

Let \( \Delta \) be the polytope associated with a generator of \( \text{Pic}(P(Q)) \). Then

(1)

\[
h^0 Q^p(m) = \begin{cases} 
\sum_{u \in M \cap m \Delta} \binom{s(u, m)}{p} & \text{for } m \geq 0 \\
0 & \text{for } m < 0 
\end{cases},
\]

where \( s(u, m) \) is the dimension of the smallest face in \( m \Delta \) containing \( u \);

(2) for all \( 0 < q < n \)

\[
h^q Q^p(m) = 0 \quad \text{for } m \neq 0;
\]

moreover, for \( m = 0 \),

\[
h^q Q^p = \begin{cases} 
1 & \text{for } q = p \\
0 & \text{for } q \neq p 
\end{cases}.
\]
(3) \[ h^n \Omega^p(m) = \begin{cases} 0 & \text{for } m > 0 \\ \sum_{u \in M \cap (-m) \Delta} s(u, -m) & \text{for } m \leq 0 \end{cases}; \]

In particular, for \( m = 0 \), this gives
\[ h^n \Omega^p = \begin{cases} 0 & \text{for } p < n \\ 1 & \text{for } p = n. \end{cases} \]

**Remark 4.10.** Our notation \( h^n \Omega^p(m) \) do not exactly coincides with the Dolgachev’s notation \( h(j, i; n) \) in [10] 2.3.2. Precisely the switching rule is the following
\[ h^n \Omega^p(m) = h(q, p; m\delta) \]
where \( Q \) is reduced and \( \delta = \text{lcm}(Q) \).

**Proof of Theorem 4.9.** (1): The first line is obtained applying Theorem 4.8 for \( m > 0 \) and Theorem 4.7 for \( m = 0 \). The second line is still a consequence of Theorem 4.8 after applying the Serre–Grothendieck duality 4.2. In fact
\[ \forall m < 0 \quad h^0 \Omega^p(m) = h^n \Omega^{n-p}(-m) = 0. \]

(2): The first equation is still obtained by Theorem 4.8, in case by applying Serre–Grothendieck duality when \( m < 0 \). Formulas for \( m = 0 \) are directly obtained by Theorem 4.7, recalling that \( d_{n-i} = \binom{n+1}{n-i} \) and proceeding as in the proof of Corollary 4.2.

(3): The first line comes directly from Theorem 4.8. For the second one, apply Serre–Grothendieck duality to get:
\[ \forall m \leq 0 \quad h^n \Omega^p(m) = h^0 \Omega^{n-p}(-m) = \sum_{u \in M \cap (-m) \Delta} s(u, -m) \]
by Theorem 4.8. \( \square \)

**Remark 4.11.** Notice that for \( p = 0 \) Theorem 4.9 gives an improvement of results in Proposition 4.6, without any gap on \( m \) and any further hypothesis on \( P(Q) \).
In particular, giving the further assumption that \( P(Q) \) is Gorenstein, which is that \( \delta \mid |Q| \) by Proposition 4.4, we get
\[ \forall m \geq \frac{|Q|}{\delta} \quad |M \cap \left( m - \frac{|Q|}{\delta} \right) \Delta| = |M \cap (m\Delta)^{\circ}| \]
where \( \Delta \) is the polytope associated with a generator of \( \text{Pic}(\mathbb{P}(Q)) \) and \( (m\Delta)^{\circ} \) denotes the interior of the polytope \( m\Delta \). Namely this means that
(a) the number of lattice points internal to the polytope \( m\Delta \) coincides with the number of lattice points belonging to the polytope \( \left( m - \frac{|Q|}{\delta} \right) \Delta \).
Moreover if \( -|Q|/\delta < m < 0 \) then Theorem 4.9(3) gives \( h^n \Omega(m) = |M \cap (-m\Delta)^{\circ}| \).
On the other hand Corollary 2.3.3 in [10] proves that \( h(n, 0; \delta m) = 0 \) if \( -\delta m < |Q| \), which is precisely that \( h^n \Omega(m) = 0 \) in our range. This proves that
(b) if \( 0 \leq m < |Q|/\delta \) then the rational polytope \( m\Delta \) do not admits internal lattice points, the case \( m = 0 \) being obvious.
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